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Geometry

• Centrality of the collision has large impact 
on the physics in heavy ion collisions  

• Total energy in the forward calorimeter 
used to define centrality bins

• For each centrality bin we can estimate 
geometrical parameters:
• number of participating nucleons 
• number of binary collisions
• event shape
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Charged particle multiplicity
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Figure 3: (top) Energy dependence of the charged-particle multiplicity density averaged over |⌘| < 0.5 for the 0-6% most
central events compared with heavy ion and proton-(anti)proton data [2]. (bottom) The final centrality dependence of
the multiplicity per participant pair [2], compared with ALICE and CMS data and an average of the RHIC data.

from PHENIX [6] and STAR [7], all from the 40-50% centrality bin (except STAR data from 40-60%). One
finds that all of the data are quite similar, even at high pT within the large statistical errors of the PHENIX ⇡0

data.
It is not obvious if this apparent scaling behavior, especially at high pT, is consistent with expectations from

jet energy loss. A first look at v2 at high pT from energy loss calculations has been made by by Horowitz and
Gyulassy [8] and is shown in Fig. 5. These calculations are found to describe high pT hadron suppression data at
RHIC quite well. An extrapolation to LHC energies is performed by scaling the initial gluon density by the ratios
of the charged-particle multiplicity near ⌘ = 0. However, it is found that the hadron suppression thus predicted
at the LHC is a factor of two smaller than is observed in the recent LHC data (i.e. the measured RAA is a factor
of two higher than predicted). The predicted values of v2 reflect the di↵erential between energy loss of jets
emitted “in plane” (i.e. which travel a shorter path length through the medium, and thus are less suppressed)
and “out of plane” (which are conversely more suppressed). When compared to the preliminary ATLAS data,
it is found that the data agree surprisingly well with the predictions for pT > 10 GeV and centrality above
30%. The more central data (10-20%) show a sigificant divergence from the predictions. However, this may be
explained in part [9] by the lack of fluctuations in the initial nucleon configurations used in the calculations [10].
After the realization that initial state fluctuations can induce higher Fourier modes in the overlap region of

the two nuclei [11], elliptic flow has now been joined by the study of higher-order harmonic flow coe�cients [12].
These are measured each in their own event plane. The resolution has been evaluated by a variety of subdetector
combinations and it is found that ATLAS can resolve modes up to n = 6 in the most central 40% of events. These
are shown as a function of pT for six centrality bins in the left panel of Fig. 6. These figures show the rapid change
of v2 with centrality, expected from previous measurements and attributed to the changing overlap geometry
as the impact parameter is increased. They also show only a modest change in the higher order coe�cients as
the centrality changes, suggesting that they are mainly sensitive to fluctuations of nucleon positions relative to

arXiv:1108.6027[hep-ex]• ATLAS, CMS and ALICE have 
consistent results

• For central PbPb collisions the 
multiplicity grows faster with √S than 
for pp collisions

• Log-scaling (seen up to RHIC 
energies) is ruled out

• Multiplicity as function of number of 
participants has the same shape as 
observed at RHIC energies
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Particle flow 

• Collective respond to the initial state geometry
• Fourier analysis of the azimuthal angular distribution wrt to 

the event plane
• Strong dependance on |Δη| 

4arXiv:1203.3087
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Particle flow

• ATLAS and CMS provide a full set of 
harmonic flow coefficients v2-v6 measured 
up to 20 GeV in momentum, centrality 
and rapidity

• v1 measured by ATLAS

5

3.2 Centrality dependence of integrated v2 and eccentricity scaling 19
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Figure 6: Results from the event-plane (EP) method for v2 as a function of pT at mid-rapidity
|h| < 0.8 for the 12 centrality classes given in the legend. The error bars show the statistical
uncertainties only.

is observed in the event-plane and four-particle cumulant measurements, while the values ob-
tained with the two-particle cumulant method remain constant within their uncertainties. The
results for v2{2} are larger than those for v2{EP} , while the v2{4} and v2{LYZ} values are
smaller. To facilitate a quantitative comparison between the methods including their respec-
tive systematic uncertainties, the bottom panel of Fig. 11 shows the results from the cumulant
and the Lee–Yang zeros methods divided by those obtained from the event-plane method. The
boxes represent the systematic uncertainty in the ratios, excluding sources of uncertainty com-
mon to all methods. The ratios are relatively constant in the 10-60% centrality range, but the
differences between the methods increase for the most central and the most peripheral colli-
sions. These findings are similar to results obtained by the STAR experiment at RHIC [58].

The collective motion of the system, and therefore the anisotropy parameter, depends on the
initial shape of the nucleus-nucleus collision area and the fluctuations in the positions of the
interacting nucleons. By dividing v2 by the participant eccentricity, one may potentially remove
this dependence across centralities, colliding species, and center-of-mass energies, enabling a
comparison of results in terms of the underlying physics driving the flow.

In Fig. 12, we examine the centrality dependence of the eccentricity-scaled anisotropy param-
eter obtained with the event-plane and cumulant methods at mid-rapidity, |h| < 0.8. The
participant eccentricity and its cumulant moments are obtained from a Glauber-model simula-
tion, as discussed in Section 2.3. The statistical and systematic uncertainties in the integrated

21

2 4 6 8

0

0.05

0.1

0-5%ATLAS
=2.76 TeVNNsPb-Pb 

-1bµ= 8 intL
|<5ηΔ2<|

2 4 6 8

5-10%

2 4 6 8

10-20%

2 4 6 8

20-30%

2 4 6 8

30-40%

2 4 6 8

40-50%

2 4 6 8
-0.02

0

0.02

2 4 6 8 2 4 6 8 2 4 6 8 2 4 6 8 2 4 6 8
 [GeV]

T
p

Fi
t

1v
Fi

t
1

 vδ

FIG. 21. vFit
1 vs. pT for various centrality intervals. The shaded bands indicate the total uncertainty. The uncertainty bands

are reproduced on their own at the bottom of the figure for clarity.

reaches a maximum between 4 GeV and 5 GeV and then
falls at higher pT. This falloff may indicate the onset of
path-length dependent jet energy loss, which correlates
with the dipole asymmetry in the initial geometry similar
to higher-order vn. The magnitude of the vFit1 is large:
its peak value is comparable to that for the v3 shown
in Fig. 4, and the peak value increases by about 20%
over the measured centrality range. These results im-
ply that the rapidity-even collective v1 is an important
component of the two-particle correlation at intermediate
pT. For example, the large positive v1,1 harmonic seen
in the bottom-right panel of Fig. 17 is mainly due to col-
lective v1: its contribution to v1,1 is about three times
larger than the negative momentum conservation term
estimated by the global fit (top panel of Fig. 20). vFit1 (pT)
is negative for pT ! 1.0 GeV, confirming a generic feature
expected for collective v1 as suggested by hydrodynamic
model calculations [11, 68]. This behavior, together with
the fact that v1,1 data show little |∆η| dependence for
|∆η| > 2 (Fig. 18), is consistent with a rapidity-even v1
that is almost independent of η.

If the two-component ansatz of Eq. 20 is valid, the fit
parameter c should be inversely proportional to multiplic-
ityM and 〈p2T〉 of the whole event. This ansatz is checked
by calculating the product of c and the charged hadron
multiplicity at mid-rapidity dN

dη |η=0
from [57], with the

assumption that dN
dη |η=0

is proportional to M . The re-

sults are summarized in Table VII for each centrality in-
terval. Since 〈p2T〉 for the whole event is expected to vary
weakly with centrality (the 〈pT〉 for charged pions at mid-
rapidity only varies by ∼ 5% within the 0–50% centrality
interval at the LHC [70]), the product is also expected to
vary weakly with centrality. Table VII shows that this is

indeed the case, supporting the assumptions underlying
Eq. 20.

Centrality χ2/DOF c[×0.001GeV−2] cdNdη |η=0
[×GeV−2]

0-5% 159/113 0.24± 0.02 0.39± 0.04

5-10% 133/113 0.28± 0.02 0.37± 0.04

10-20% 165/113 0.35± 0.03 0.36± 0.04

20-30% 134/113 0.50± 0.04 0.34± 0.03

30-40% 188/113 0.75± 0.05 0.33± 0.03

40-50% 181/113 1.16± 0.09 0.32± 0.03

15 interpolation points used in the default fit:

0.5, 0.7, 0.9, 1.1, 1.3, 1.5, 2.0, 2.5

3.0, 3.5, 4.5, 5.5, 6.5, 7.5, 9.0 GeV

TABLE VII. Quality of the fit χ2/DOF, fit parameter c, and
corresponding multiplicity scaled values c dN

dη |η=0
for various

centrality intervals. The uncertainty of c dN
dη |η=0

is calculated

as the quadrature sum of uncertainties from c and dN
dη |η=0

of

Ref. [57]. The bottom row lists the 15 pT interpolation points
used in the default fit.

VI. CONCLUSION

In summary, differential measurements of harmonic co-
efficients v1–v6 for the azimuthal distributions of charged
particles are presented for lead-lead collisions at

√
sNN =

2.76 TeV, based on an integrated luminosity of approx-

arXiv:1203.3087
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Factorization of harmonic flow coefficients

6

5.1 Factorisation of Fourier Coefficients 13
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Figure 7: The ratios of V3D(ptrig
T , passoc

T ) to the product of v3(ptrig
T ) and v3(passoc

T ) for n = 3 in the
short-range (0 < |Dh| < 1, open circles) and long-range (2 < |Dh| < 4, closed circles) regions,
where v3(pT) is evaluated in a fixed passoc

T bin of 1–1.5 GeV/c, for five intervals of passoc
T and

centralities of 0–5%, 15–20% and 35–40%. The error bars correspond to statistical uncertainties
only.
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requires weak eta dependence and low 
contributions from resonances and jets

Factorization of v3 works well for
|Δη| > 2 but breaks down for smaller 
values due to jet production
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Particle yields:
Charged hadrons

• No suppression seen at SPS
• Suppression of hadrons largest at 7 GeV

7
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Fig. 7 Measurements of the
nuclear modification factor RAA
in central heavy-ion collisions at
three different center-of-mass
energies, as a function of pT, for
neutral pions (π0), charged
hadrons (h±), and charged
particles [12, 27–30], compared
to several theoretical
predictions [32–37] (see text).
The error bars on the points are
the statistical uncertainties, and
the yellow boxes around the
CMS points are the systematic
uncertainties. Additional
absolute TAA uncertainties of
order ±5 % are not plotted. The
bands for several of the
theoretical calculations
represent their uncertainties
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• No suppression observed for photons at 
ATLAS and CMS

• LHC results probe much higher energy range 
than RHIC

Particle yields:
Photons

8
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Table 4
Isolated photon cross sections for |ηγ | < 1.44 in bins of Eγ

T for pp collisions and PbPb collisions (for 3 centrality intervals and for the full range) at
√

sNN = 2.76 TeV. The
first uncertainty is statistical and the second one is systematic (including TAA uncertainties in the PbPb case).

ET
(GeV)

pp dσ
γ
pp/dEγ

T (pb/GeV) PbPb dNγ
PbPb/dEγ

T /〈TAA〉 (pb/GeV)

0–10% 10–30% 30–100% 0–100%

20–25 2400 ± 140 ± 400 2480 ± 240 ± 740 2560 ± 210 ± 620 3310 ± 280 ± 950 2660 ± 140 ± 810
25–30 983 ± 74 ± 159 830 ± 120 ± 240 1110 ± 120 ± 250 1220 ± 170 ± 350 1013 ± 75 ± 292
30–40 305 ± 30 ± 45 416 ± 54 ± 110 383 ± 46 ± 85 353 ± 60 ± 94 391 ± 31 ± 105
40–50 102 ± 12 ± 15 100 ± 22 ± 23 142 ± 21 ± 32 161 ± 30 ± 43 128 ± 14 ± 33
50–80 20.1 ± 2.6 ± 2.8 20.0 ± 5.7 ± 4.6 21.8 ± 5.5 ± 5.0 24.3 ± 4.9 ± 5.6 21.5 ± 3.4 ± 5.0

Fig. 5. Isolated photon spectra measured as a function of Eγ
T for 0–10%, 10–30%, 30–

100%, 0–100% PbPb collisions (scaled by TAA) and pp collisions at 2.76 TeV, scaled
by the factors shown in the figure for easier viewing. The horizontal bars indicate
the bin width. The total systematic uncertainty (bottom row of Table 3) is shown as
a yellow box at each ET bin. The results are compared to the NLO jetphox calcula-
tion (see text) with its associated scale and PDF uncertainties (added in quadrature)
shown as a pink band. (For interpretation of the references to color in this figure
legend, the reader is referred to the web version of this Letter.)

spectrum is computed using two alternative nuclear PDF sets: nDS
[22] and HKN07 [23]. When data are compared to pp NLO pre-
dictions, the proton PDF and the scale uncertainties are added in
quadrature.

9. Results

In order to compare the cross sections for any high-pT particle
produced in PbPb and pp collisions, a scaling factor, the nuclear
overlap function TAA, is needed to provide proper normalization.
This factor, equal to the number of nucleon–nucleon (NN) colli-
sions, Ncoll, normalized by the pp inelastic cross section, can be in-
terpreted as the NN-equivalent integrated luminosity at any given
PbPb centrality. The LHC Collaborations use a common nucleon–
nucleon inelastic cross section of σ = 64±5 mb at 2.76 TeV, based
on a fit of the existing data for total and elastic cross sections
in proton–proton and proton–antiproton collisions [24]. In units
of mb−1, the average values of TAA are 23.2 ± 1.0, 11.6 ± 0.7,
1.45 ± 0.18, and 5.66 ± 0.35 for the centrality ranges 0–10%, 10–
30%, 30–100%, and 0–100%, respectively. These numbers are com-
puted with a Glauber model [15] using the same parameters as
in [4]. The quoted uncertainties are derived by varying the Glauber
model parameters and the MB trigger and event selection ef-
ficiency within their uncertainties. The measured Eγ

T -differential
isolated photon cross sections in pp and the TAA-scaled yields in
PbPb collisions, including both statistical and systematic uncertain-
ties, are listed in Table 4.

Fig. 5 shows the pp cross sections and the PbPb TAA-scaled
yields compared to the jetphox predictions obtained with the CT10

Fig. 6. Nuclear modification factor RAA as a function of the photon ET measured in
the 0–10% most central PbPb collisions at 2.76 TeV. The vertical error bars indicate
the statistical uncertainty and the horizontal bars reflect the bin width. The total
systematic uncertainties without the TAA uncertainty (see Table 3) are shown as
yellow filled boxes. The TAA uncertainty, common to all points, is indicated by the
left box centered at unity. The curves show the theoretical predictions, obtained
with jetphox for various nuclear PDFs described in the text. The uncertainty from
the EPS09 PDF parameters is shown as the red dashed lines. (For interpretation
of the references to color in this figure legend, the reader is referred to the web
version of this Letter.)

PDF, described in Section 8. The data are plotted at the true cen-
tre of the Eγ

T distributions in each bin [25]. The pp and PbPb data
are consistent with the NLO calculation at all transverse energies
within the quoted statistical and systematic uncertainties.

The nuclear modification factor (RAA) for isolated photon pro-
duction in PbPb collisions,

RAA = dNγ
PbPb/dEγ

T /
(
TAA × dσ

γ
pp/dET

)
, (4)

is computed from the measured PbPb scaled yield for each cen-
trality and the pp differential cross section. Fig. 6 displays RAA
as a function of the isolated photon ET for the 0–10% most cen-
tral PbPb collisions. The ratio is compatible with unity within the
experimental uncertainties for all ET values. This confirms the va-
lidity of the TAA scaling expectation for perturbative cross sections
in nucleus–nucleus collisions at the LHC, as found previously for
Z-boson production [6]. Changes in the isolated photon yields in
PbPb collisions compared to pp due to modifications of the nu-
clear parton densities are relatively small in this high-ET range,
according to the jetphox calculations. Fig. 6 shows that the calcu-
lated NLO ratios of the PbPb to pp isolated photon spectra obtained
with the central values of the EPS09, nDS and HKN07 nuclear PDFs
differ at most by ±10%. The band of uncertainty obtained from the
68% confidence level variation of the EPS09 nuclear parton distri-
bution parameters (red dashed lines) is fully consistent with the
measured nuclear modification factor at all transverse energies.

Physics Letters B 710 (2012) 256–277
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Particle yields:
Gauge bosons

• W yield measured by fitting the muon pt spectrum 
with a signal + background template

• Decay of the Z boson into two muons provides a 
very clean signature even for the most central 
events

• Observed yields compatible with no suppression

9

trigger is 4.5%. The 4% maximum contribution from un-
subtracted background is taken as a systematic uncertainty.
The uncertainty associated with the muon-pair selection is
considered to be equal to the 2.6% loss of events. The MB
trigger efficiency is known at the 3% level. The uncertainty
coming from the acceptance correction is estimated
to be less than 3%, by varying the underlying generated
kinematics (y, pT) beyond reasonable modifications.
Other systematic uncertainties are estimated to sum to
less than 1.5%.

The yield of Z ! !þ!" decays per MB event is defined
as dN=dyðjyj< 2:0Þ ¼ NZ=ð""NMB!yÞ, where NZ ¼ 39
is the number of dimuons counted in the mass window of
60–120 GeV=c2, NMB ¼ 55& 106 is the number of corre-
spondingMB events, corrected for trigger efficiency," and
" are the acceptance and overall efficiency, and !y ¼ 4:0
is the rapidity bin width. We find dN=dyðjyj< 2:0Þ ¼
ð33:8' 5:5' 4:4Þ & 10"8, where the first uncertainty is
statistical and the second systematic. The analysis de-
scribed above is repeated after subdividing the data into
three bins for each of the following variables: event cen-
trality and Z boson y and pT . The total systematic uncer-
tainty does not vary significantly with these variables and is
considered to be constant and dominantly uncorrelated.

In the absence of in-medium modifications, the yield of
perturbative processes such as the Z boson production is
supposed to scale with the number of incoherent nucleon-
nucleon binary collisions [19]. In order to compare the
PbPb measured yields to available pp cross-section calcu-
lations, a scaling factor TAB is necessary. This nuclear
overlap function is equal to the number of elementary
nucleon-nucleon binary collisions divided by the elemen-
tary NN cross section, and can be interpreted as the NN
equivalent integrated luminosity per AA collision, at a
given centrality. In units ofmb"1, the average TAB amounts
to 1:45' 0:18, 11:6' 0:7, and 23:2' 1:0, for the central-
ity ranges 30%–100%, 10%–30%, and 0%–10%, respec-
tively, and 5:66' 0:35 for MB events. These numbers are
computed with a Glauber model calculation [19], using the
same parameters as in [13]. The quoted uncertainties are
derived by varying within uncertainties the Glauber pa-
rameters and the MB trigger and selection efficiency.

The full circles in Fig. 2(a) show the centrality depen-
dence of the Z yield divided by TAB, while the open square
is for MB events. The variable used on the abscissa is the
average number of participating nucleons Npart corre-

sponding to the selected centrality intervals, computed in
the same Glauber model. No centrality dependence of the
binary-scaled Z yields is observed in data. A similar result
was recently published by the ATLAS collaboration [20].

The normalized yields ðdN=dyÞ=TAB are compared to
various calculations: (1) using the nucleon CT10 and
modified nuclear EPS09 PDFs [9,21], (2) using
MSTW08 PDFs [22] and modeling incoming-parton en-
ergy loss [11], and (3) provided by the POWHEG [23]
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FIG. 2 (color online). The yields of Z ! !! per event:
(a) dN=dy divided by the expected nuclear overlap function
TAB and as a function of event centrality parametrized as the
number of participating nucleons Npart, (b) dN=dy versus the Z
boson y, (c) d2N=dydpT versus the Z boson pT . Data points
are located horizontally at average values measured within
a given bin. Vertical lines (bands) correspond to statistical
(systematic) uncertainties. Theoretical predictions are computed
within the same bins as the data, and are described in
the text.
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2011 data will provide more 
accurate measurements 
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Figure 4: Plot of W boson suppression as a function of collision centrality. Yields for each centrality bin
are normalized to the counts of the most central bin. The error bars are uncertainties from the fit method
and statistical uncertainties. Yellow bands include uncertainties from the number of binary collisions.
The dashed line is the result of a flat line fit to test the hypothesis for the absence of suppression.

Here, < N

coll

> and N

W

are the mean number of binary collisions and the number of W events for
each of the centrality bins. The index P refers to each of the centrality bins. It is usual to display R

CP

values instead of R

PC

, but as the purpose of this plot is to test if the scaling follows the number of binary
collisions, we chose to normalize the distribution using the most statistically significant bin. The ratio
of the mean number of binary collisions are listed in Table 2 and were calculated using the Glauber
formalism [15]. In Fig. 4, we depict R

PC

for all of centrality bins. The most peripheral bin has the least
number of counts. Uncertainties on the number of binary collisions are included in the total uncertainty
(yellow band in Fig. 4).

The experimental points, within the available statistics, scale with the number of collisions. This was
not observed for J/ , and where a strong suppression was seen. A test of flat line hypothesis returns
R

PC

= 0.99± 0.10 with a �2 = 3.02 for 3 degrees of freedom. Therefore this observation is an indication
that W bosons are indeed produced at the initial phase of the collisions and do not interact with the
medium. This implies that yields of W bosons for a given centrality are a direct measure of the number
of binary collisions.

3.2 W

+/W�
and W/Z Production

The larger number of d valence quarks over u valence quarks favours the production of W

� bosons
over W

+ in lead-lead collisions at the LHC. Paukkunen and Salgado have calculated cross sections for
the production of W

± in lead-lead collisions at
p

s

NN

= 2.76 TeV[4]. The expected ratio according to
their calculations is R

W

+/W� = 0.90±0.05 without the nuclear modification of the PDF. For reference, the
NNLO QCD calculation using MSTW2008 parton distribution functions [16] gives R

W

+/W� = 1.65±0.03
for pp and R

W

+/W� = 0.62 ± 0.03 for nn, both at
p

s = 2.76 TeV.
In Figure 5, we show the pT spectra for both µ+ and µ� together with the results from fits as described
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Particle yields:
Upsilon

• 2010 CMS results consistent with the disappearance of 
higher Y-states in central HI collision

• Suppression of the Y ground state at low pt

10

21

conclusions on any pT or rapidity dependence. The U(1S) yield in PbPb collisions divided
by TAA and the U(1S) RAA are presented as a function of Npart in the left and right panels of
Fig. 17, respectively. Within uncertainties, no centrality dependence of the U(1S) suppression
is observed.

 (GeV/c)
T

p
0 2 4 6 8 10 12 14 16 18 20

 (n
b 

c/
G

eV
)

T
/d

yd
p

σ2
  o

r  
d

T
N

/d
yd

p
2

 d
AA

1/
T

-210

-110

(1S) (PbPb)ϒ (pp)

 = 2.76 TeVNNsCMS pp & PbPb  

Cent. 0-100%
|y| < 2.4
Cent. 0-100%
|y| < 2.4

 (GeV/c)
T

p
0 2 4 6 8 10 12 14 16 18 20

AA
R

0

0.5

1

1.5

2

2.5

(1S)ϒ

 = 2.76 TeVNNsCMS PbPb  

Cent. 0-100%
|y| < 2.4

Figure 15: Left: U(1S) yield divided by TAA in PbPb collisions (green diamonds) as a function
of pT. The result is compared to the cross section measured in pp collisions (black crosses). The
global scale uncertainties on the PbPb data due to TAA (5.7%) and the pp integrated luminosity
(6.0%) are not shown. Right: nuclear modification factor RAA of U(1S) as a function of pT. A
global uncertainty of 8.3%, from TAA and the integrated luminosity of the pp data sample, is
shown as a grey box at RAA = 1. Points are plotted at their measured average pT. Statistical
(systematic) uncertainties are shown as bars (boxes). Horizontal bars indicate the bin width.

8 Discussion

This paper has presented the first measurements of the prompt and non-prompt J/y, as well
as the U(1S) mesons, via their decays into µ+µ� pairs in PbPb and pp collisions at psNN =
2.76 TeV. The results are based on data recorded with the CMS detector from the first LHC
PbPb run in 2010, and from a pp run during March 2011 at

p
s = 2.76 TeV.

The prompt J/y cross section shows a factor of two suppression in central PbPb collisions with
respect to peripheral collisions for J/y with 6.5 < pT < 30 GeV/c. With respect to pp, a nuclear
modification factor of RAA = 0.20 ± 0.03 (stat.) ± 0.01 (syst.) has been measured in the 10%
most central collisions. Prompt J/y produced in peripheral collisions are already suppressed
with respect to pp: RAA = 0.61 ± 0.12 (stat.)± 0.10 (syst.) in the 50–100% centrality bin. While
no pT dependence is observed in the measured pT range, within uncertainties, less suppression
is observed at forward rapidity (RAA = 0.43 ± 0.06 (stat.)± 0.01 (syst.)) than at mid-rapidity
(RAA = 0.29 ± 0.04 (stat.)± 0.02 (syst.)).

A comparison of the RAA centrality dependence to results measured for pT < 5 GeV/c by
PHENIX [21] in AuAu collisions at psNN = 200 GeV shows a similar suppression, despite the
different collision energies and kinematic ranges. Integrated over centrality, CMS has mea-
sured an inclusive J/y nuclear modification factor of RAA = 0.41 ± 0.05 (stat.)± 0.02 (syst.) in
the most forward rapidity bin (1.6 < |y| < 2.4) in the pT range 3 < pT < 30 GeV/c.
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probability distribution function (PDF) describing the
signal consists of three CB functions. In addition to the
three !ðnSÞ yields, the !ð1SÞ mass is the only parameter
left free, to accommodate a possible bias in the momentum
scale calibration. The mass ratios between the states are
fixed to their world average values [23] and the mass
resolution is forced to scale with the resonance mass.
The !ð1SÞ resolution is fixed to the value estimated in
the simulation, 92 MeV=c2, which is compatible with the
resolution obtained from both the Pb-Pb and pp data. The
lowside tail parameters are also fixed to the values obtained
via simulation. Finally, a second-order polynomial is
chosen to describe the background in the 7–14 GeV=c2

mass-fit range.
The quality of the unbinned fit is checked a posteriori by

comparing the obtained line shapes to the binned data of
Fig. 1. The !2 probabilities are 74% and 77%, respectively,
for pp and Pb-Pb.

The ratios of the observed (uncorrected) yields of the
!ð2SÞ and !ð3SÞ excited states to the !ð1SÞ ground state
in the pp and Pb-Pb data are

!ð2Sþ 3SÞ=!ð1SÞjpp ¼ 0:78þ0:16
%0:14 & 0:02; (1)

!ð2Sþ 3SÞ=!ð1SÞjPb-Pb ¼ 0:24þ0:13
%0:12 & 0:02; (2)

where the first uncertainty is statistical and the second is
systematic.
The systematic uncertainties are computed by varying

the line shape in the following ways: (1) the CB-tail
parameters are varied randomly according to their covari-
ance matrix and within conservative values covering im-
perfect knowledge of the amount of detector material and
FSR in the underlying process; (2) the resolution is varied
by &5 MeV=c2, which is a conservative variation given
the current understanding of the detector performance
and reasonable changes that can be anticipated in the
!-resonance kinematics between pp and Pb-Pb data;
(3) the background shape is changed from quadratic to
linear while the mass range of the fit is varied from 6–15
to 8–12 GeV=c2; the observed root-mean-square of the
results is taken as the systematic uncertainty. The quadratic
sum of these three systematic uncertainties gives a relative
uncertainty on the ratio of 10% (3%) for the Pb-Pb
(pp) data.
The ratio of the !ð2Sþ 3SÞ=!ð1SÞ ratios in Pb-Pb and

pp benefits from an almost complete cancellation of pos-
sible acceptance and/or efficiency differences among the
reconstructed resonances. A simultaneous fit to the pp and
Pb-Pb mass spectra gives the double ratio

!ð2Sþ 3SÞ=!ð1SÞjPb-Pb
!ð2Sþ 3SÞ=!ð1SÞjpp

¼ 0:31þ0:19
%0:15ðstatÞ & 0:03ðsystÞ;

(3)

where the systematic uncertainty (9%) arises from varying
the line shape as described above in the simultaneous fit,
thus taking into account partial cancellations of systematic
effects.
The single-muon lower momentum requirement is

a posteriori varied from 3 to 5 GeV=c in steps of
500 MeV=c, and it is found that pT requirements other
than 4 GeV=c produce lower values of the double ratio.
Fitting the pp and Pb-Pb spectra with free and independent
mass resolution parameters leads to an increase of the
double ratio by 15%.
To evaluate possible imperfect cancellations of accep-

tance and efficiency effects in the double ratio, a full [24]
detector simulation is performed. The effect of the higher
Pb-Pb underlying event activity is accounted for by em-
bedding, at the level of detector signals, !ð1SÞ and !ð2SÞ
decays simulated by PYTHIA 6.424 [25] in Pb-Pb events
simulated with HYDJET [26]. Track characteristics, such
as the number of hits and the !2 of the track fit, have
similar distributions in data and simulation. As mentioned
above, the trigger efficiency is evaluated with data, by
using single-muon-triggered data events, and reconstruc-
ting J=c signal with and without the dimuon trigger
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FIG. 1 (color online). Dimuon invariant-mass distributions
from the pp (a) and Pb-Pb (b) data at

ffiffiffiffiffiffiffiffi
sNN

p ¼ 2:76 TeV. The
same reconstruction algorithm and analysis criteria are applied
to both data sets, including a transverse momentum requirement
on single muons of p"

T > 4 GeV=c. The solid lines show the
result of the fit described in the text.
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probability distribution function (PDF) describing the
signal consists of three CB functions. In addition to the
three !ðnSÞ yields, the !ð1SÞ mass is the only parameter
left free, to accommodate a possible bias in the momentum
scale calibration. The mass ratios between the states are
fixed to their world average values [23] and the mass
resolution is forced to scale with the resonance mass.
The !ð1SÞ resolution is fixed to the value estimated in
the simulation, 92 MeV=c2, which is compatible with the
resolution obtained from both the Pb-Pb and pp data. The
lowside tail parameters are also fixed to the values obtained
via simulation. Finally, a second-order polynomial is
chosen to describe the background in the 7–14 GeV=c2

mass-fit range.
The quality of the unbinned fit is checked a posteriori by

comparing the obtained line shapes to the binned data of
Fig. 1. The !2 probabilities are 74% and 77%, respectively,
for pp and Pb-Pb.

The ratios of the observed (uncorrected) yields of the
!ð2SÞ and !ð3SÞ excited states to the !ð1SÞ ground state
in the pp and Pb-Pb data are

!ð2Sþ 3SÞ=!ð1SÞjpp ¼ 0:78þ0:16
%0:14 & 0:02; (1)

!ð2Sþ 3SÞ=!ð1SÞjPb-Pb ¼ 0:24þ0:13
%0:12 & 0:02; (2)

where the first uncertainty is statistical and the second is
systematic.
The systematic uncertainties are computed by varying

the line shape in the following ways: (1) the CB-tail
parameters are varied randomly according to their covari-
ance matrix and within conservative values covering im-
perfect knowledge of the amount of detector material and
FSR in the underlying process; (2) the resolution is varied
by &5 MeV=c2, which is a conservative variation given
the current understanding of the detector performance
and reasonable changes that can be anticipated in the
!-resonance kinematics between pp and Pb-Pb data;
(3) the background shape is changed from quadratic to
linear while the mass range of the fit is varied from 6–15
to 8–12 GeV=c2; the observed root-mean-square of the
results is taken as the systematic uncertainty. The quadratic
sum of these three systematic uncertainties gives a relative
uncertainty on the ratio of 10% (3%) for the Pb-Pb
(pp) data.
The ratio of the !ð2Sþ 3SÞ=!ð1SÞ ratios in Pb-Pb and

pp benefits from an almost complete cancellation of pos-
sible acceptance and/or efficiency differences among the
reconstructed resonances. A simultaneous fit to the pp and
Pb-Pb mass spectra gives the double ratio

!ð2Sþ 3SÞ=!ð1SÞjPb-Pb
!ð2Sþ 3SÞ=!ð1SÞjpp

¼ 0:31þ0:19
%0:15ðstatÞ & 0:03ðsystÞ;

(3)

where the systematic uncertainty (9%) arises from varying
the line shape as described above in the simultaneous fit,
thus taking into account partial cancellations of systematic
effects.
The single-muon lower momentum requirement is

a posteriori varied from 3 to 5 GeV=c in steps of
500 MeV=c, and it is found that pT requirements other
than 4 GeV=c produce lower values of the double ratio.
Fitting the pp and Pb-Pb spectra with free and independent
mass resolution parameters leads to an increase of the
double ratio by 15%.
To evaluate possible imperfect cancellations of accep-

tance and efficiency effects in the double ratio, a full [24]
detector simulation is performed. The effect of the higher
Pb-Pb underlying event activity is accounted for by em-
bedding, at the level of detector signals, !ð1SÞ and !ð2SÞ
decays simulated by PYTHIA 6.424 [25] in Pb-Pb events
simulated with HYDJET [26]. Track characteristics, such
as the number of hits and the !2 of the track fit, have
similar distributions in data and simulation. As mentioned
above, the trigger efficiency is evaluated with data, by
using single-muon-triggered data events, and reconstruc-
ting J=c signal with and without the dimuon trigger
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FIG. 1 (color online). Dimuon invariant-mass distributions
from the pp (a) and Pb-Pb (b) data at

ffiffiffiffiffiffiffiffi
sNN

p ¼ 2:76 TeV. The
same reconstruction algorithm and analysis criteria are applied
to both data sets, including a transverse momentum requirement
on single muons of p"

T > 4 GeV=c. The solid lines show the
result of the fit described in the text.
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Particle yields:
J/Psi

• Secondary vertex reconstruction allows 
measurement of proper time of J/Psi from B-
decays

• b-fraction measured in Pb+Pb similar to the 
measured fraction in PP collisions

• Both prompt and non-prompt Jpsi component 
show a significant suppression
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Figure 13: b fraction of J/y production in pp and PbPb collisions at psNN = 2.76 TeV as a
function of pT for the rapidity bins |y| < 2.4 and 1.6 < |y| < 2.4, compared to b fractions
measured by CDF in pp collisions at

p
s = 1.96 TeV [41] and by CMS in pp collisions at

p
s =

7 TeV [26]. Points are plotted at their measured average pT. Statistical (systematic) uncertainties
are shown as bars (boxes).
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8 4 Signal Extraction

point back to the primary vertex within six times the primary vertex resolution. This reduces
the reconstruction efficiency for J/y with large values of `J/y, i.e. it causes a difference in the
prompt and non-prompt J/y reconstruction efficiencies that increases with the J/y meson pT.

The prompt J/y result is presented (in Section 7.1) in the centrality bins 0–10%, 10–20%, 20–30%,
30–40%, 40–50%, and 50–100%, while the non-prompt J/y result, given the smaller sample,
is presented (in Section 7.2) in only two centrality bins, 0–20% and 20–100%. Examples of
mµ+µ� and `J/y distributions are shown in Fig. 4. The two-dimensional fit results are shown
as projections onto the mass and `J/y axes. Integrated over centrality, the numbers of prompt
and non-prompt J/y mesons with |y| < 2.4 and 6.5 < pT < 30 GeV/c are 307 ± 22 and 90 ± 13,
respectively.
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Figure 4: Invariant-mass spectra (left) and pseudo-proper decay length distributions (right) of
µ+µ� pairs integrated over centrality (top) and for the 0–10% centrality bin (bottom). The spec-
tra are integrated over the rapidity range |y| < 2.4 and the pT range 6.5 < pT < 30 GeV/c. The
projections of the two-dimensional fit onto the respective axes are overlaid as solid black lines.
The dashed red lines show the fitted contribution of non-prompt J/y. The fitted background
contributions are shown as dotted blue lines.

In order to determine the systematic uncertainty on the yield extraction, the signal and back-

8 4 Signal Extraction

point back to the primary vertex within six times the primary vertex resolution. This reduces
the reconstruction efficiency for J/y with large values of `J/y, i.e. it causes a difference in the
prompt and non-prompt J/y reconstruction efficiencies that increases with the J/y meson pT.

The prompt J/y result is presented (in Section 7.1) in the centrality bins 0–10%, 10–20%, 20–30%,
30–40%, 40–50%, and 50–100%, while the non-prompt J/y result, given the smaller sample,
is presented (in Section 7.2) in only two centrality bins, 0–20% and 20–100%. Examples of
mµ+µ� and `J/y distributions are shown in Fig. 4. The two-dimensional fit results are shown
as projections onto the mass and `J/y axes. Integrated over centrality, the numbers of prompt
and non-prompt J/y mesons with |y| < 2.4 and 6.5 < pT < 30 GeV/c are 307 ± 22 and 90 ± 13,
respectively.
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Figure 4: Invariant-mass spectra (left) and pseudo-proper decay length distributions (right) of
µ+µ� pairs integrated over centrality (top) and for the 0–10% centrality bin (bottom). The spec-
tra are integrated over the rapidity range |y| < 2.4 and the pT range 6.5 < pT < 30 GeV/c. The
projections of the two-dimensional fit onto the respective axes are overlaid as solid black lines.
The dashed red lines show the fitted contribution of non-prompt J/y. The fitted background
contributions are shown as dotted blue lines.

In order to determine the systematic uncertainty on the yield extraction, the signal and back-
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Figure 12: Left: yield of inclusive J/y (blue circles) and prompt J/y (red squares) divided by
TAA as a function of Npart. The results are compared to the cross sections of inclusive J/y (black
triangle) and prompt J/y (black cross) measured in pp. The inclusive J/y points are shifted
by DNpart = 2 for better visibility. Right: nuclear modification factor RAA of prompt J/y as a
function of Npart. A global uncertainty of 6%, from the integrated luminosity of the pp data
sample, is shown as a grey box at RAA = 1. Statistical (systematic) uncertainties are shown as
bars (boxes).

7.2 Non-prompt J/y

The uncorrected fraction of non-prompt J/y is obtained from the two-dimensional fit to the
invariant mass and `J/y spectra discussed in Section 4.1.2. To obtain the corrected b fraction,
which is the ratio of non-prompt to inclusive J/y, the raw fraction is corrected for the different
reconstruction efficiencies and acceptances for prompt and non-prompt J/y. The b fraction
in pp and in PbPb (integrated over centrality) at psNN = 2.76 TeV is presented in Fig. 13 as a
function of pT, for several rapidity bins, together with results from CDF [41] and CMS [26] at
other collision energies. There is good agreement, within uncertainties, between the earlier
results and the present measurements.

The non-prompt J/y yield in PbPb collisions divided by TAA, integrated over the pT range 6.5–
30 GeV/c and |y| < 2.4, is shown in the left panel of Fig. 14 as a function of Npart, together
with the pp cross section. Non-prompt J/y are suppressed by a factor of ⇠ 2.6 with respect to
pp collisions, as can be seen in the right panel of Fig. 14. The suppression does not exhibit a
centrality dependence, but the most peripheral centrality bin (20–100%, hNparti = 64.2) is very
broad. Hard processes, such as quarkonium and b-hadron production, are produced following
a scaling with the number of nucleon-nucleon collisions, thus most events in such a large bin
occur towards its most central edge.

7.3 U(1S)

In Fig. 15, the U(1S) yield divided by TAA in PbPb collisions and its cross section in pp collisions
are shown as a function of pT; the RAA of U(1S) is displayed in the right panel of Fig. 15. The pT
dependence shows a significant suppression, by a factor of ⇠2.3 at low pT, that disappears for
pT > 6.5 GeV/c. The rapidity dependence indicates a slightly smaller suppression at forward
rapidity, as shown in Fig. 16. However, the statistical uncertainties are too large to draw strong

Wednesday, May 30, 12



Particle yields:
Jets

12

HI collision with 2 jets, run 2011 

22 Sasha Milov      The Hunt for New Particles, from Alps to the Plains, to the Rockies        Feb. 16, 2012 

HI collision with 3 jets, run 2011 

23 Sasha Milov      The Hunt for New Particles, from Alps to the Plains, to the Rockies        Feb. 16, 2012 

AJ = 
ET,jet1-ET,jet2

ET,jet1+ET,jet2

Wednesday, May 30, 12



• December 2010: first observation of jet 
suppression

• Also observed in photon + jet final state 

Particle yields:
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Figure 3: Ratio of pT between the photon (pg
T > 60 GeV/c) and jet (pJet

T > 30 GeV/c, DfJg >
7
8 p) after subtracting background. The area of each distribution is normalised to unity. All
panels show PbPb data (filled circles) compared to pp data at 2.76 TeV (filled squares), and
to the PYTHIA + HYDJET MC simulation (shaded histogram) in bins of increasing centrality
left to right. The error bars on the points represent the statistical uncertainty. See text for an
explanation of the open and shaded red systematic uncertainty boxes.

the observables related to momentum asymmetry, hxJgi and RJg. Additionally, the momentum
asymmetry observables are also influenced by the relative photon and jet energy calibrations.
For the measurement of s(Df), the uncertainty due to the photon angular resolution is negli-
gible, less than 10�5.
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Figure 4: (a) Average ratio of jet transverse momentum to photon transverse momentum as a
function of Npart. The empty box at the far right indicates the correlated systematic uncertainty.
(b) Average fraction of isolated photons with an associated jet above 30 GeV/c as a function of
Npart. In both panels, the yellow boxes indicate point-to-point systematic uncertainties and the
error bars denote the statistical uncertainty.

The uncertainty in the relative photon+jet energy scale consists of four main contributions. The
first one comes from the 2% relative uncertainty of the jet energy scale in the barrel for 30 <
pJet

T < 200 GeV/c, when compared with the ECAL energy scale [30]. The second contribution
is the residual data-to-MC energy scale difference in pp collisions, which is not corrected for in
this analysis, for which we quote the 2% maximum relative uncertainty which applies in the
range |hJet| < 1.6. Thirdly, the additional uncertainty for the jet energy scale in the presence of
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Jet suppression: 
where did the energy go?

• Inside and outside cone tracks are unbalanced
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sees that indeed the momentum balance of the events, shown
as solid circles, is recovered within uncertainties, for both
centrality ranges and even for events with large observed dijet
asymmetry, in both data and simulation. This shows that the
dijet momentum imbalance is not related to undetected activity
in the event due to instrumental (e.g., gaps or inefficiencies in
the calorimeter) or physics (e.g., neutrino production) effects.

The figure also shows the contributions to 〈"p‖
T〉 for five

transverse momentum ranges from 0.5–1 GeV/c to pT >
8 GeV/c. The vertical bars for each range denote statistical
uncertainties. For data and simulation, a large negative
contribution to 〈"p‖

T〉 (i.e., in the direction of the leading jet)
by the pT > 8 GeV/c range is balanced by the combined
contributions from the 0.5–8 GeV/c regions. Looking at the
pT < 8 GeV/c region in detail, important differences between
data and simulation emerge. For PYTHIA + HYDJET both
centrality ranges show a large balancing contribution from the
intermediate pT region of 4–8 GeV/c, while the contribution
from the two regions spanning 0.5–2 GeV/c is very small. In
peripheral PbPb data, the contribution of 0.5–2 GeV/c tracks
relative to that from 4–8 GeV/c tracks is somewhat enhanced
compared to the simulation. In central PbPb events, the relative
contribution of low and intermediate-pT tracks is actually
the opposite of that seen in PYTHIA + HYDJET. In data, the
4–8 GeV/c region makes almost no contribution to the overall
momentum balance, while a large fraction of the negative
imbalance from high pT is recovered in low-momentum tracks.

The dominant systematic uncertainty for the pT balance
measurement comes from the pT-dependent uncertainty in
the track reconstruction efficiency and fake rate described in
Sec. III B. A 20% uncertainty was assigned to the final result,
stemming from the residual difference between the PYTHIA
generator level and the reconstructed PYTHIA + HYDJET tracks
at high pT. This is combined with an absolute 3 GeV/c
uncertainty that comes from the imperfect cancellation of the
background tracks. The background effect was cross checked
in data from a random cone study in 0%–30% central events
similar to the study described in Sec. III B. The overall
systematic uncertainty is shown as brackets in Figs. 14 and 15.

Further insight into the radial dependence of the momentum
balance can be gained by studying 〈"p‖

T〉 separately for tracks
inside cones of size !R = 0.8 around the leading and
subleading jet axes, and for tracks outside of these cones.
The results of this study for central events are shown in Fig. 15
for the in-cone balance and out-of-cone balance for MC and
data. As the underlying PbPb event in both data and MC is
not φ symmetric on an event-by-event basis, the back-to-back
requirement was tightened to !φ12 > 5π/6 for this study.

One observes that for both data and MC an in-cone
imbalance of 〈"p‖

T〉 ≈ −20 GeV/c is found for the AJ > 0.33
selection. In both cases this is balanced by a corresponding
out-of-cone imbalance of 〈"p‖

T〉 ≈ 20 GeV/c. However, in
the PbPb data the out-of-cone contribution is carried almost
entirely by tracks with 0.5 < pT < 4 GeV/c, whereas in MC
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FIG. 15. (Color online) Average
missing transverse momentum 〈"p‖

T〉 for
tracks with pT > 0.5 GeV/c, projected
onto the leading jet axis (solid circles).
The 〈"p‖

T〉 values are shown as a function
of dijet asymmetry AJ for 0%–30%
centrality, inside (!R < 0.8) one of the
leading or subleading jet cones (left-
hand side) and outside (!R > 0.8)
the leading and subleading jet cones
(right-hand side). For the solid circles,
vertical bars and brackets represent the
statistical and systematic uncertainties,
respectively. For the individual pT

ranges, the statistical uncertainties are
shown as vertical bars.
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sees that indeed the momentum balance of the events, shown
as solid circles, is recovered within uncertainties, for both
centrality ranges and even for events with large observed dijet
asymmetry, in both data and simulation. This shows that the
dijet momentum imbalance is not related to undetected activity
in the event due to instrumental (e.g., gaps or inefficiencies in
the calorimeter) or physics (e.g., neutrino production) effects.

The figure also shows the contributions to 〈"p‖
T〉 for five

transverse momentum ranges from 0.5–1 GeV/c to pT >
8 GeV/c. The vertical bars for each range denote statistical
uncertainties. For data and simulation, a large negative
contribution to 〈"p‖

T〉 (i.e., in the direction of the leading jet)
by the pT > 8 GeV/c range is balanced by the combined
contributions from the 0.5–8 GeV/c regions. Looking at the
pT < 8 GeV/c region in detail, important differences between
data and simulation emerge. For PYTHIA + HYDJET both
centrality ranges show a large balancing contribution from the
intermediate pT region of 4–8 GeV/c, while the contribution
from the two regions spanning 0.5–2 GeV/c is very small. In
peripheral PbPb data, the contribution of 0.5–2 GeV/c tracks
relative to that from 4–8 GeV/c tracks is somewhat enhanced
compared to the simulation. In central PbPb events, the relative
contribution of low and intermediate-pT tracks is actually
the opposite of that seen in PYTHIA + HYDJET. In data, the
4–8 GeV/c region makes almost no contribution to the overall
momentum balance, while a large fraction of the negative
imbalance from high pT is recovered in low-momentum tracks.

The dominant systematic uncertainty for the pT balance
measurement comes from the pT-dependent uncertainty in
the track reconstruction efficiency and fake rate described in
Sec. III B. A 20% uncertainty was assigned to the final result,
stemming from the residual difference between the PYTHIA
generator level and the reconstructed PYTHIA + HYDJET tracks
at high pT. This is combined with an absolute 3 GeV/c
uncertainty that comes from the imperfect cancellation of the
background tracks. The background effect was cross checked
in data from a random cone study in 0%–30% central events
similar to the study described in Sec. III B. The overall
systematic uncertainty is shown as brackets in Figs. 14 and 15.

Further insight into the radial dependence of the momentum
balance can be gained by studying 〈"p‖

T〉 separately for tracks
inside cones of size !R = 0.8 around the leading and
subleading jet axes, and for tracks outside of these cones.
The results of this study for central events are shown in Fig. 15
for the in-cone balance and out-of-cone balance for MC and
data. As the underlying PbPb event in both data and MC is
not φ symmetric on an event-by-event basis, the back-to-back
requirement was tightened to !φ12 > 5π/6 for this study.

One observes that for both data and MC an in-cone
imbalance of 〈"p‖

T〉 ≈ −20 GeV/c is found for the AJ > 0.33
selection. In both cases this is balanced by a corresponding
out-of-cone imbalance of 〈"p‖

T〉 ≈ 20 GeV/c. However, in
the PbPb data the out-of-cone contribution is carried almost
entirely by tracks with 0.5 < pT < 4 GeV/c, whereas in MC
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FIG. 15. (Color online) Average
missing transverse momentum 〈"p‖

T〉 for
tracks with pT > 0.5 GeV/c, projected
onto the leading jet axis (solid circles).
The 〈"p‖

T〉 values are shown as a function
of dijet asymmetry AJ for 0%–30%
centrality, inside (!R < 0.8) one of the
leading or subleading jet cones (left-
hand side) and outside (!R > 0.8)
the leading and subleading jet cones
(right-hand side). For the solid circles,
vertical bars and brackets represent the
statistical and systematic uncertainties,
respectively. For the individual pT

ranges, the statistical uncertainties are
shown as vertical bars.
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the track momentum composition of the subleading jets is
seen, confirming the calorimeter determination of the dijet
imbalance. The biggest difference between data and simulation
is found for tracks with pT < 4 GeV/c. For PYTHIA, the
momentum in the subleading jet carried by these tracks is
small and their radial distribution is nearly unchanged with
AJ . However, for data, the relative contribution of low-pT
tracks grows with AJ , and an increasing fraction of those
tracks is observed at large distances to the jet axis, extending
out to !R = 0.8 (the largest angular distance to the jet in this
study).

The major systematic uncertainties for the track-jet corre-
lation measurement come from the pT-dependent uncertainty
in the track reconstruction efficiency. The algorithmic track
reconstruction efficiency, which averages 70% over the pT >
0.5 GeV/c and |η| < 2.4 range included in this study, was
determined from an independent PYTHIA + HYDJET sample,
and from simulated tracks embedded in data. Additional un-
certainties are introduced by the underlying event subtraction
procedure. The latter was studied by comparing the track-jet
correlations seen in pure PYTHIA dijet events for generated
particles with those seen in PYTHIA + HYDJET events after
reconstruction and background subtraction. The size of the
background subtraction systematic uncertainty was further
cross checked in data by repeating the procedure for random
ring-like regions in 0%–30% central minimum bias events.
In the end, an overall systematic uncertainty of 20% per bin

was assigned. This uncertainty is included in the combined
statistical and systematic uncertainties shown in Fig. 13.

C. Overall momentum balance of dijet events

The requirements of the background subtraction procedure
limit the track-jet correlation study to tracks with pT >
1.0 GeV/c and !R < 0.8. Complementary information about
the overall momentum balance in the dijet events can be
obtained using the projection of missing pT of reconstructed
charged tracks onto the leading jet axis. For each event, this
projection was calculated as

!p‖
T =

∑

i

−pi
T cos (φi − φLeading Jet), (2)

where the sum is over all tracks with pT > 0.5 GeV/c and
|η| < 2.4. The results were then averaged over events to
obtain 〈!p‖

T〉. No background subtraction was applied, which
allows this study to include the |ηjet| < 0.8 and 0.5 < pTrack

T <
1.0 GeV/c regions not accessible for the study in Sec. III B.
The leading and subleading jets were again required to have
|η| < 1.6.

In Fig. 14, 〈!p‖
T〉 is shown as a function of AJ for two

centrality bins, 30%–100% (left-hand side) and 0%–30%
(right-hand side). Results for PYTHIA + HYDJET are presented
in the top row, while the bottom row shows the results for PbPb
data. Using tracks with |η| < 2.4 and pT > 0.5 GeV/c, one
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FIG. 14. (Color online) Average
missing transverse momentum 〈!p‖

T〉 for
tracks with pT > 0.5 GeV/c, projected
onto the leading jet axis (solid circles).
The 〈!p‖

T〉 values are shown as a func-
tion of dijet asymmetry AJ for 30%–
100% centrality (left-hand side) and
0%–30% centrality (right-hand side).
For the solid circles, vertical bars and
brackets represent the statistical and
systematic uncertainties, respectively.
Colored bands show the contribution
to 〈!p‖

T〉 for five ranges of track pT.
The top and bottom rows show results
for PYTHIA + HYDJET and PbPb data,
respectively. For the individual pT

ranges, the statistical uncertainties are
shown as vertical bars.
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Jet suppression: 
where did the energy go?

• Inside and outside cone tracks are unbalanced
• Summing the two restores the balance
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the track momentum composition of the subleading jets is
seen, confirming the calorimeter determination of the dijet
imbalance. The biggest difference between data and simulation
is found for tracks with pT < 4 GeV/c. For PYTHIA, the
momentum in the subleading jet carried by these tracks is
small and their radial distribution is nearly unchanged with
AJ . However, for data, the relative contribution of low-pT
tracks grows with AJ , and an increasing fraction of those
tracks is observed at large distances to the jet axis, extending
out to !R = 0.8 (the largest angular distance to the jet in this
study).

The major systematic uncertainties for the track-jet corre-
lation measurement come from the pT-dependent uncertainty
in the track reconstruction efficiency. The algorithmic track
reconstruction efficiency, which averages 70% over the pT >
0.5 GeV/c and |η| < 2.4 range included in this study, was
determined from an independent PYTHIA + HYDJET sample,
and from simulated tracks embedded in data. Additional un-
certainties are introduced by the underlying event subtraction
procedure. The latter was studied by comparing the track-jet
correlations seen in pure PYTHIA dijet events for generated
particles with those seen in PYTHIA + HYDJET events after
reconstruction and background subtraction. The size of the
background subtraction systematic uncertainty was further
cross checked in data by repeating the procedure for random
ring-like regions in 0%–30% central minimum bias events.
In the end, an overall systematic uncertainty of 20% per bin

was assigned. This uncertainty is included in the combined
statistical and systematic uncertainties shown in Fig. 13.

C. Overall momentum balance of dijet events

The requirements of the background subtraction procedure
limit the track-jet correlation study to tracks with pT >
1.0 GeV/c and !R < 0.8. Complementary information about
the overall momentum balance in the dijet events can be
obtained using the projection of missing pT of reconstructed
charged tracks onto the leading jet axis. For each event, this
projection was calculated as

!p‖
T =

∑

i

−pi
T cos (φi − φLeading Jet), (2)

where the sum is over all tracks with pT > 0.5 GeV/c and
|η| < 2.4. The results were then averaged over events to
obtain 〈!p‖

T〉. No background subtraction was applied, which
allows this study to include the |ηjet| < 0.8 and 0.5 < pTrack

T <
1.0 GeV/c regions not accessible for the study in Sec. III B.
The leading and subleading jets were again required to have
|η| < 1.6.

In Fig. 14, 〈!p‖
T〉 is shown as a function of AJ for two

centrality bins, 30%–100% (left-hand side) and 0%–30%
(right-hand side). Results for PYTHIA + HYDJET are presented
in the top row, while the bottom row shows the results for PbPb
data. Using tracks with |η| < 2.4 and pT > 0.5 GeV/c, one
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FIG. 14. (Color online) Average
missing transverse momentum 〈!p‖

T〉 for
tracks with pT > 0.5 GeV/c, projected
onto the leading jet axis (solid circles).
The 〈!p‖

T〉 values are shown as a func-
tion of dijet asymmetry AJ for 30%–
100% centrality (left-hand side) and
0%–30% centrality (right-hand side).
For the solid circles, vertical bars and
brackets represent the statistical and
systematic uncertainties, respectively.
Colored bands show the contribution
to 〈!p‖

T〉 for five ranges of track pT.
The top and bottom rows show results
for PYTHIA + HYDJET and PbPb data,
respectively. For the individual pT

ranges, the statistical uncertainties are
shown as vertical bars.
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sees that indeed the momentum balance of the events, shown
as solid circles, is recovered within uncertainties, for both
centrality ranges and even for events with large observed dijet
asymmetry, in both data and simulation. This shows that the
dijet momentum imbalance is not related to undetected activity
in the event due to instrumental (e.g., gaps or inefficiencies in
the calorimeter) or physics (e.g., neutrino production) effects.

The figure also shows the contributions to 〈"p‖
T〉 for five

transverse momentum ranges from 0.5–1 GeV/c to pT >
8 GeV/c. The vertical bars for each range denote statistical
uncertainties. For data and simulation, a large negative
contribution to 〈"p‖

T〉 (i.e., in the direction of the leading jet)
by the pT > 8 GeV/c range is balanced by the combined
contributions from the 0.5–8 GeV/c regions. Looking at the
pT < 8 GeV/c region in detail, important differences between
data and simulation emerge. For PYTHIA + HYDJET both
centrality ranges show a large balancing contribution from the
intermediate pT region of 4–8 GeV/c, while the contribution
from the two regions spanning 0.5–2 GeV/c is very small. In
peripheral PbPb data, the contribution of 0.5–2 GeV/c tracks
relative to that from 4–8 GeV/c tracks is somewhat enhanced
compared to the simulation. In central PbPb events, the relative
contribution of low and intermediate-pT tracks is actually
the opposite of that seen in PYTHIA + HYDJET. In data, the
4–8 GeV/c region makes almost no contribution to the overall
momentum balance, while a large fraction of the negative
imbalance from high pT is recovered in low-momentum tracks.

The dominant systematic uncertainty for the pT balance
measurement comes from the pT-dependent uncertainty in
the track reconstruction efficiency and fake rate described in
Sec. III B. A 20% uncertainty was assigned to the final result,
stemming from the residual difference between the PYTHIA
generator level and the reconstructed PYTHIA + HYDJET tracks
at high pT. This is combined with an absolute 3 GeV/c
uncertainty that comes from the imperfect cancellation of the
background tracks. The background effect was cross checked
in data from a random cone study in 0%–30% central events
similar to the study described in Sec. III B. The overall
systematic uncertainty is shown as brackets in Figs. 14 and 15.

Further insight into the radial dependence of the momentum
balance can be gained by studying 〈"p‖

T〉 separately for tracks
inside cones of size !R = 0.8 around the leading and
subleading jet axes, and for tracks outside of these cones.
The results of this study for central events are shown in Fig. 15
for the in-cone balance and out-of-cone balance for MC and
data. As the underlying PbPb event in both data and MC is
not φ symmetric on an event-by-event basis, the back-to-back
requirement was tightened to !φ12 > 5π/6 for this study.

One observes that for both data and MC an in-cone
imbalance of 〈"p‖

T〉 ≈ −20 GeV/c is found for the AJ > 0.33
selection. In both cases this is balanced by a corresponding
out-of-cone imbalance of 〈"p‖

T〉 ≈ 20 GeV/c. However, in
the PbPb data the out-of-cone contribution is carried almost
entirely by tracks with 0.5 < pT < 4 GeV/c, whereas in MC
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FIG. 15. (Color online) Average
missing transverse momentum 〈"p‖

T〉 for
tracks with pT > 0.5 GeV/c, projected
onto the leading jet axis (solid circles).
The 〈"p‖

T〉 values are shown as a function
of dijet asymmetry AJ for 0%–30%
centrality, inside (!R < 0.8) one of the
leading or subleading jet cones (left-
hand side) and outside (!R > 0.8)
the leading and subleading jet cones
(right-hand side). For the solid circles,
vertical bars and brackets represent the
statistical and systematic uncertainties,
respectively. For the individual pT

ranges, the statistical uncertainties are
shown as vertical bars.
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sees that indeed the momentum balance of the events, shown
as solid circles, is recovered within uncertainties, for both
centrality ranges and even for events with large observed dijet
asymmetry, in both data and simulation. This shows that the
dijet momentum imbalance is not related to undetected activity
in the event due to instrumental (e.g., gaps or inefficiencies in
the calorimeter) or physics (e.g., neutrino production) effects.

The figure also shows the contributions to 〈"p‖
T〉 for five

transverse momentum ranges from 0.5–1 GeV/c to pT >
8 GeV/c. The vertical bars for each range denote statistical
uncertainties. For data and simulation, a large negative
contribution to 〈"p‖

T〉 (i.e., in the direction of the leading jet)
by the pT > 8 GeV/c range is balanced by the combined
contributions from the 0.5–8 GeV/c regions. Looking at the
pT < 8 GeV/c region in detail, important differences between
data and simulation emerge. For PYTHIA + HYDJET both
centrality ranges show a large balancing contribution from the
intermediate pT region of 4–8 GeV/c, while the contribution
from the two regions spanning 0.5–2 GeV/c is very small. In
peripheral PbPb data, the contribution of 0.5–2 GeV/c tracks
relative to that from 4–8 GeV/c tracks is somewhat enhanced
compared to the simulation. In central PbPb events, the relative
contribution of low and intermediate-pT tracks is actually
the opposite of that seen in PYTHIA + HYDJET. In data, the
4–8 GeV/c region makes almost no contribution to the overall
momentum balance, while a large fraction of the negative
imbalance from high pT is recovered in low-momentum tracks.

The dominant systematic uncertainty for the pT balance
measurement comes from the pT-dependent uncertainty in
the track reconstruction efficiency and fake rate described in
Sec. III B. A 20% uncertainty was assigned to the final result,
stemming from the residual difference between the PYTHIA
generator level and the reconstructed PYTHIA + HYDJET tracks
at high pT. This is combined with an absolute 3 GeV/c
uncertainty that comes from the imperfect cancellation of the
background tracks. The background effect was cross checked
in data from a random cone study in 0%–30% central events
similar to the study described in Sec. III B. The overall
systematic uncertainty is shown as brackets in Figs. 14 and 15.

Further insight into the radial dependence of the momentum
balance can be gained by studying 〈"p‖

T〉 separately for tracks
inside cones of size !R = 0.8 around the leading and
subleading jet axes, and for tracks outside of these cones.
The results of this study for central events are shown in Fig. 15
for the in-cone balance and out-of-cone balance for MC and
data. As the underlying PbPb event in both data and MC is
not φ symmetric on an event-by-event basis, the back-to-back
requirement was tightened to !φ12 > 5π/6 for this study.

One observes that for both data and MC an in-cone
imbalance of 〈"p‖

T〉 ≈ −20 GeV/c is found for the AJ > 0.33
selection. In both cases this is balanced by a corresponding
out-of-cone imbalance of 〈"p‖

T〉 ≈ 20 GeV/c. However, in
the PbPb data the out-of-cone contribution is carried almost
entirely by tracks with 0.5 < pT < 4 GeV/c, whereas in MC
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FIG. 15. (Color online) Average
missing transverse momentum 〈"p‖

T〉 for
tracks with pT > 0.5 GeV/c, projected
onto the leading jet axis (solid circles).
The 〈"p‖

T〉 values are shown as a function
of dijet asymmetry AJ for 0%–30%
centrality, inside (!R < 0.8) one of the
leading or subleading jet cones (left-
hand side) and outside (!R > 0.8)
the leading and subleading jet cones
(right-hand side). For the solid circles,
vertical bars and brackets represent the
statistical and systematic uncertainties,
respectively. For the individual pT

ranges, the statistical uncertainties are
shown as vertical bars.
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the track momentum composition of the subleading jets is
seen, confirming the calorimeter determination of the dijet
imbalance. The biggest difference between data and simulation
is found for tracks with pT < 4 GeV/c. For PYTHIA, the
momentum in the subleading jet carried by these tracks is
small and their radial distribution is nearly unchanged with
AJ . However, for data, the relative contribution of low-pT
tracks grows with AJ , and an increasing fraction of those
tracks is observed at large distances to the jet axis, extending
out to !R = 0.8 (the largest angular distance to the jet in this
study).

The major systematic uncertainties for the track-jet corre-
lation measurement come from the pT-dependent uncertainty
in the track reconstruction efficiency. The algorithmic track
reconstruction efficiency, which averages 70% over the pT >
0.5 GeV/c and |η| < 2.4 range included in this study, was
determined from an independent PYTHIA + HYDJET sample,
and from simulated tracks embedded in data. Additional un-
certainties are introduced by the underlying event subtraction
procedure. The latter was studied by comparing the track-jet
correlations seen in pure PYTHIA dijet events for generated
particles with those seen in PYTHIA + HYDJET events after
reconstruction and background subtraction. The size of the
background subtraction systematic uncertainty was further
cross checked in data by repeating the procedure for random
ring-like regions in 0%–30% central minimum bias events.
In the end, an overall systematic uncertainty of 20% per bin

was assigned. This uncertainty is included in the combined
statistical and systematic uncertainties shown in Fig. 13.

C. Overall momentum balance of dijet events

The requirements of the background subtraction procedure
limit the track-jet correlation study to tracks with pT >
1.0 GeV/c and !R < 0.8. Complementary information about
the overall momentum balance in the dijet events can be
obtained using the projection of missing pT of reconstructed
charged tracks onto the leading jet axis. For each event, this
projection was calculated as

!p‖
T =

∑

i

−pi
T cos (φi − φLeading Jet), (2)

where the sum is over all tracks with pT > 0.5 GeV/c and
|η| < 2.4. The results were then averaged over events to
obtain 〈!p‖

T〉. No background subtraction was applied, which
allows this study to include the |ηjet| < 0.8 and 0.5 < pTrack

T <
1.0 GeV/c regions not accessible for the study in Sec. III B.
The leading and subleading jets were again required to have
|η| < 1.6.

In Fig. 14, 〈!p‖
T〉 is shown as a function of AJ for two

centrality bins, 30%–100% (left-hand side) and 0%–30%
(right-hand side). Results for PYTHIA + HYDJET are presented
in the top row, while the bottom row shows the results for PbPb
data. Using tracks with |η| < 2.4 and pT > 0.5 GeV/c, one
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FIG. 14. (Color online) Average
missing transverse momentum 〈!p‖

T〉 for
tracks with pT > 0.5 GeV/c, projected
onto the leading jet axis (solid circles).
The 〈!p‖

T〉 values are shown as a func-
tion of dijet asymmetry AJ for 30%–
100% centrality (left-hand side) and
0%–30% centrality (right-hand side).
For the solid circles, vertical bars and
brackets represent the statistical and
systematic uncertainties, respectively.
Colored bands show the contribution
to 〈!p‖

T〉 for five ranges of track pT.
The top and bottom rows show results
for PYTHIA + HYDJET and PbPb data,
respectively. For the individual pT

ranges, the statistical uncertainties are
shown as vertical bars.
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Conclusion

• ATLAS and CMS both have very 
successful heavy ion programs
• consistent results between the experiments
• CMS published 9 papers, ATLAS 5

• Main results
• observation of jet suppression
• evidence of the disappearance of higher 

Upsilon states
• first observation of B suppression

• High expectations for 2011 data analysis: 
many results will turn for ‘hints’ into solid 
measurements
• statistics in 2011 about 20 times larger than 

in 2010, analyses well underway
• 2012 program: p-Pb collisions
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3.3 Z ! µµ124

In the Z ! µµ analysis single muons may be reconstructed with varying levels of quality[19]. The125

high quality muons must be reconstructed in the MS and ID subsystems and have a consistent angular126

measurement in both of them as well as a good match to the primary vertex. At least one muon in a127

pair, matched to the trigger, is required to be of such quality. If the second muon in the pair is fully128

reconstructed as a track by more than one subsystem including the MS, the minimum pT threshold is129

set to 10 GeV on both muons. If the second muon fails this condition both muons are required to have130

pT>20 GeV.131

The Z reconstruction e�ciency is based on study of 5.3⇥105 Pythia Z ! µµ events with 66 < mZ <132

116 GeV and |yZ | < 2.5 that are embedded into Hijing events. For muons with pT > 20 GeV, |⌘| < 2.5133

and associated to the event vertex the reconstruction e�ciency of the ATLAS MS system is 97 ± 1% to134

98±1% from central to peripheral. Requiring a match between the MS and ID systems reduces e�ciency135

respectively to 89 ± 1% and 91 ± 1% due to track loss in the ID system predominantly at |⌘| > 1.5.136

As in the Z ! ee analysis an invariant mass window of 66 < mµµ < 102 GeV is taken to define137

oppositely charged muon pairs as Z boson candidates and same sign charged pairs as a background138

estimate. In total, 1223 opposite-sign candidates and 14 same-sign candidates are reconstructed in the139

Z ! µµ channel.140

3.4 Corrections and systematic uncertainties141

The invariant mass distributions of the selected events together with estimated combinatorial back-142

grounds are shown in Fig. 2 compared with the MC normalized to the number of counts in the region143

66 < mll < 102 GeV (l = e, µ). For yield extraction we subtract the combinatorial background esti-144

mated with the same sign pairs. Backgrounds from electro-weak processes and top pair decays are small145

compared to the combinatorial background [20], and their contribution is neglected.
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Figure 2: The invariant mass distributions of Z ! ee (left) and Z ! µµ (right) integrated over mo-
mentum, rapidity, and centrality. The MC is reweighted to match the centrality distribution in data and
normalized in the region 66 < mll < 102 GeV (l = e, µ).

146

E�ciencies for Z ! µµ and Z ! ee as a function of reconstructed pZ
T , yZ , and centrality are shown147
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