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Introduction and Outline 

▶ Atlas and CMS can explore a different phase space with respect to 
previous experiments and LHCb    
 
▶ Interesting tests of QCD can be performed, models tuned, 

 generators refined 
 
▶ Challenges detector performance and physics reconstruction 
 
Structure of this talk 
 

  • Observation of new states 
  • Production Cross sections 
    - Quarkonia 
    - Exclusive 
    - Inclusive 
    - Summary 
  • Conclusions 

 
▶ Note: b-physics results on CPV and search for new Physics  from 

 ATLAS and CMS from Louise Oakes yesterday’s session   
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The ATLAS and CMS experiments at LHC 
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Hermetic detectors 
Muon system : toroid vs solenoid 
Silicon tracker : 2T vs 3.8 T solenoids 
Different calorimeter system 

LHC 
7 TeV 2011, 8 TeV 2012 
peak L = 6 1033 cm-2 s -1 

200 pb-1 /day peak 
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Observation of new states 	
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“Observation of a new χb state …” [ χb(3P)] 

χb(nP) ➝ Υ(nS) + γ	



Photon measurement :   
 

 ▶ Calorimetric :  
     higher efficiency, modest resolution 
 ▶ e+e- conversion in the tracker: 
     small efficiency, better resolution  

arXiv:1112.5154, PRL	
  108,	
  152001	
  (2012). 
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Observation of new states : χb(3P) 

chosen in order to optimize signal significance in the
!bð1P; 2PÞ peaks.

Figure 2(a) shows the ~m1 distribution for unconverted
photons and Fig. 2(b) shows the ~m1 and ~m2 distributions
for converted photons. In addition to the expected peaks for
!bð1P; 2PÞ ! !ð1S; 2SÞ", structures are observed at an
invariant mass of approximately 10.5 GeV. These addi-
tional structures are interpreted as the radiative decays of
the previously unobserved !bð3PÞ states, !bð3PÞ !
!ð1SÞ" and !bð3PÞ ! !ð2SÞ".

Separate fits are performed to the ~mk distributions of the
selected #þ#$" candidates reconstructed from converted
and unconverted photons to extract mass information from
the observed !bð3PÞ signals. The higher threshold for
unconverted photons (2.5 GeV, versus 1 GeV for converted
photons) prevents the reconstruction of the soft photons
from !bð2P; 3PÞ decays into !ð2SÞ.

An unbinned extended maximum likelihood fit is per-
formed to the ~m1 ¼ "mþm!ð1SÞ distribution of the se-
lected unconverted#þ#$" candidates. The three peaks in
the distribution are each modeled by a Gaussian probabil-
ity density function (PDF) with an independent normaliza-
tion parameter Nn, mean value #mn, and width parameter
$n. The background distribution is parametrized by the
PDF NB expðA"mþ B"m$2Þ where NB, A, and B are all
free parameters. The three mean values #mn¼1;2;3 deter-
mined by the fit are shown in Table I. The mean value
#m3 is an estimate of the mass barycenter of the observed
!bð3PÞ signal.

Likewise, the ~m1 ¼ "mþm!ð1SÞ and ~m2 ¼
"mþm!ð2SÞ distributions for the sample of #þ#$" can-
didates reconstructed from converted photons are fitted
using an unbinned extended maximum likelihood method.
A simultaneous fit is performed on the ~m1 and ~m2 distri-
butions for the !bðnPÞ ! !ð1SÞ" (for n ¼ 1; 2; 3) and
!bðnPÞ ! !ð2SÞ" (for n ¼ 2; 3 only) signals, with the
distributions modeled by three signal components [two of
which are shared between the !ð1SÞ and !ð2SÞ distribu-
tions] and two background distributions.

In the "m distribution for the converted photon candi-
dates the typical mass resolution is found to be in the range
16–20 MeV, of similar magnitude to the hyperfine split-
tings, motivating the need for multiple signal components
for each of the !bðnPÞ peaks. For n ¼ 1; 2, the radiative
branching fractions of the J ¼ 0 states are suppressed with

respect to the J ¼ 1; 2 states [9] and therefore a J ¼ 0
component is not included in the fit. Similar behavior is
assumed for the n ¼ 3 case. Each of the three peaks (n ¼
1; 2; 3) is therefore parametrized by a doublet of Crystal
Ball (CB) [10] functions (corresponding to J ¼ 1; 2 states)
with resolution $ and radiative tail parameters common to
all peaks. For n ¼ 1 and n ¼ 2, the peak mass values and
hyperfine splittings are fixed to the world averages [9] for
the respective !b states (see Table I). For n ¼ 3, the
hyperfine mass splitting is fixed to the theoretically pre-
dicted value of 12 MeV [4], while the average mass is left
as a free parameter. The unknown relative normalization of
the J ¼ 1 and J ¼ 2 CB peaks is taken to be equal and
treated as a systematic uncertainty (for all doublets) for the
baseline fit.
In order to take into account energy loss from the photon

conversion electrons due to bremsstrahlung and other pro-
cesses, the measured values of "m in the ~m1 and ~m2

distributions are scaled by a common parameter % ¼
0:961& 0:003, which determines the energy scale and is
derived from the fit to the !bð1P; 2PÞ signals. The back-
ground components of the"m distributions for the!ð1SÞ"
and !ð2SÞ" final states are each modeled by the PDF
Nk

Bð"m$ q0kÞAk exp½Bkð"m$ q0kÞ( for "m> q0k, and
zero otherwise, where Nk

B, q
0
k, Ak, and Bk (k ¼ 1; 2) are

all free parameters. The mean value #m3 determined by the
fit is shown in Table I.
In the fit using unconverted photons, the signal is refitted

using an alternative (two Gaussians) model for each of the
three !b states, resulting in a negligible change in the peak
positions. Alternative fits to the background are also used,
either including constraints on the "m distribution using
dimuon pairs from the low-mass (8:0 GeV<m## <
8:8 GeV) sideband or different background PDFs. The
systematic uncertainty on the !bð3PÞ mass barycenter
from the modeling of the background distribution is deter-
mined to be &21 MeV. The systematic uncertainty asso-
ciated with the unconverted photon energy scale is
estimated to be &2% on the "m position, corresponding
to a systematic uncertainty on #m3 of &22 MeV. The un-
certainties due to background modeling and photon energy
scale comprise the dominant sources of systematic
uncertainty.
For the fit using converted photons, alternative signal

and background models are compared, and various

TABLE I. The fitted mass of the !bðnPÞ signals for both converted and unconverted photons. The systematic uncertainty on the mass
of candidates reconstructed with unconverted photons is determined in the same way for all three states. Also included are theoretical
predictions [3,4] for the spin-averaged masses of the !b states.

State Model predictions [3,4] [MeV]
Fitted masses [MeV]

Unconverted photons Converted photons

!bð1PÞ 9900 9910& 6ðstatÞ & 11ðsystÞ Fixed to !b1 ¼ 9892:78 and !b2 ¼ 9912:21 [9]

!bð2PÞ 10 260 10 246& 5ðstatÞ & 18ðsystÞ Fixed to !b1 ¼ 10 255:46 and !b2 ¼ 10 268:65 [9]

!bð3PÞ 10 525 10 541& 11ðstatÞ & 30ðsystÞ 10 530& 5ðstatÞ & 9ðsystÞ

PRL 108, 152001 (2012) P HY S I CA L R EV I EW LE T T E R S
week ending

13 APRIL 2012

152001-3
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FIG. 3: Mass difference Mµµγ − Mµµ for events passing all selection criteria. The curve shows the mass difference for the
background model which combines Υ(1S) and γ candidates from different events, normalized to the number of data events
above 1.2 GeV/c2. The hatched area shows the distribution obtained by repeating the event selection using muons with the
same charge instead of those of opposite charge.

sured values ∆Mχb(1P ) = 0.418 ± 0.005 GeV/c2 and
∆Mχb(2P ) = 0.760± 0.014 GeV/c2 are shifted from their
true values due to energy loss of the electron/positrons.
A scale factor of 0.96± 0.01 is determined by comparing
these measurements to their world average values assum-
ing an equal mixture of J = 1 and J = 2 components
for each χb state (the J = 0 components are suppressed
in this decay mode) [10]. The measured masses of the
χc states and the π0 detected using photon conversions
have a shift consistent with this scale factor.
The shape of the background distribution is deter-

mined from the data by combining Υ(1S) and photon
candidates from different events. As seen in Fig. 3, this
mixed event background model describes the data for
a wide range of ∆M outside the region of interest. We
also study the ∆M distributions for events with dimuons
in the Υ(1S) mass sideband regions and for events with
dimuons with the same charge in the Υ(1S) mass region.
The resulting ∆M distributions for these selections show
no peaking structure and have shapes similar to that of
the mixed-event background model.
The mass distribution M = Mµµγ − Mµµ +

mΥ(1S), where mΥ(1S) is the world average value 9.4603
GeV/c2 [10], is shown in Fig. 4 along with the results
of an unbinned maximum likelihood fit with three sig-
nal peaks and a background shape determined from the
mixed event model. Crystal Ball functions [11] are used
to describe the signal mass shapes to take into account
the radiative tails due to bremsstrahlung. We use single
Crystal Ball functions to describe the mass of the χb(1P )
and χb(2P ) systems and that of the new state. The cen-
ter for each χb mass function is fixed to its world average
value corrected by the electron/positron energy loss scale
factor. The widths of the signal functions are described
by a single parameter scaled by the mass of each state,
and the lengths of the radiative tails are the same for
all three states. These constraints, determined from the
data without consideration of the new structure, have
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FIG. 4: The distribution of M = Mµµγ − Mµµ + mΥ(1S) fit
with three signal functions and the mixed event background.

also been verified using Monte Carlo simulations. The
widths of all three peaks obtained in the fit are com-
patible with the D0 detector’s resolution. The fit yields
65 ± 11 events above background corresponding to the
new state. A similarly good fit is also obtained by using
an exponential function multiplied by a low-mass turn
on curve to describe the background. The shape of the
resulting background agrees well with that of the mixed-
event model.
A significance of more than six standard deviations

is determined from the difference in the log likelihood
of the fits with and without the new state’s contribu-

D0	
  confirms…	
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  represents	
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“Observation of an excited Ξb baryon” [  Ξb*] 
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Figure 2: (a) Same-sign Q distribution (closed circles) and result of a fit with the background
model (red dashed curve) in the range 0 < Q < 400 MeV. (b) Opposite-sign Q distribu-
tion (closed circles) in the 0 < Q < 50 MeV range, along with the result of the signal-plus-
background fit (blue solid curve); the background term is also shown (red dashed curve).

The systematic uncertainty on the measured Q value is evaluated through a detailed MC sim-
ulation. The reconstructed Q value in MC is measured to be 0.23 ± 0.10 MeV above the gener-
ated value. This is consistent with the observation that the measured L0 and X� masses are
0.16 ± 0.05 and 0.18 ± 0.14 MeV, respectively, above their world-averages. The sum in quadra-
ture of the shift and its statistical uncertainty, 0.25 MeV, is considered as the systematic uncer-
tainty due to this effect. As an extreme fitting scenario, a flat function is used for the back-
ground shape, leading to a Q value 0.12 MeV higher than the value measured with the nominal
background model. Adding in quadrature this uncertainty with the previous one results in a
total Q systematic uncertainty of 0.28 MeV.

In summary, a new neutral X⇤
b baryon has been observed in pp collisions at

p
s = 7 TeV, using

data collected by the CMS experiment, corresponding to an integrated luminosity of 5.3 fb�1.
The signal is observed with a significance exceeding five standard deviations. The measured
Q = M(J/yX�p+)� M(J/yX�)� M(p) value is 14.84 ± 0.74 (stat.) ± 0.28 (syst.) MeV. Given
the charged pion and X�

b masses [13], the resulting b-baryon mass is 5945.0 ± 0.7 (stat.) ±
0.3 (syst.) ± 2.7 (PDG)MeV, where the last uncertainty reflects the present accuracy of the X�

b
mass. While the width of the new baryon is not measured with good statistical precision, it is
compatible with theoretical expectations [18]. Given its measured mass and decay mode, the
new baryon is likely to be the X⇤0

b , with JP = 3/2+.

We congratulate our colleagues in the CERN accelerator departments for the excellent perfor-
mance of the LHC machine. We thank the technical and administrative staff at CERN and other
CMS institutes, and acknowledge support from: FMSR (Austria); FNRS and FWO (Belgium);
CNPq, CAPES, FAPERJ, and FAPESP (Brazil); MES (Bulgaria); CERN; CAS, MoST, and NSFC
(China); COLCIENCIAS (Colombia); MSES (Croatia); RPF (Cyprus); MoER, SF0690030s09 and
ERDF (Estonia); Academy of Finland, MEC, and HIP (Finland); CEA and CNRS/IN2P3 (France);
BMBF, DFG, and HGF (Germany); GSRT (Greece); OTKA and NKTH (Hungary); DAE and DST
(India); IPM (Iran); SFI (Ireland); INFN (Italy); NRF and WCU (Korea); LAS (Lithuania); CIN-
VESTAV, CONACYT, SEP, and UASLP-FAI (Mexico); MSI (New Zealand); PAEC (Pakistan);
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Figure 2: (a) Same-sign Q distribution (closed circles) and result of a fit with the background
model (red dashed curve) in the range 0 < Q < 400 MeV. (b) Opposite-sign Q distribu-
tion (closed circles) in the 0 < Q < 50 MeV range, along with the result of the signal-plus-
background fit (blue solid curve); the background term is also shown (red dashed curve).

The systematic uncertainty on the measured Q value is evaluated through a detailed MC sim-
ulation. The reconstructed Q value in MC is measured to be 0.23 ± 0.10 MeV above the gener-
ated value. This is consistent with the observation that the measured L0 and X� masses are
0.16 ± 0.05 and 0.18 ± 0.14 MeV, respectively, above their world-averages. The sum in quadra-
ture of the shift and its statistical uncertainty, 0.25 MeV, is considered as the systematic uncer-
tainty due to this effect. As an extreme fitting scenario, a flat function is used for the back-
ground shape, leading to a Q value 0.12 MeV higher than the value measured with the nominal
background model. Adding in quadrature this uncertainty with the previous one results in a
total Q systematic uncertainty of 0.28 MeV.

In summary, a new neutral X⇤
b baryon has been observed in pp collisions at

p
s = 7 TeV, using

data collected by the CMS experiment, corresponding to an integrated luminosity of 5.3 fb�1.
The signal is observed with a significance exceeding five standard deviations. The measured
Q = M(J/yX�p+)� M(J/yX�)� M(p) value is 14.84 ± 0.74 (stat.) ± 0.28 (syst.) MeV. Given
the charged pion and X�

b masses [13], the resulting b-baryon mass is 5945.0 ± 0.7 (stat.) ±
0.3 (syst.) ± 2.7 (PDG)MeV, where the last uncertainty reflects the present accuracy of the X�

b
mass. While the width of the new baryon is not measured with good statistical precision, it is
compatible with theoretical expectations [18]. Given its measured mass and decay mode, the
new baryon is likely to be the X⇤0

b , with JP = 3/2+.

We congratulate our colleagues in the CERN accelerator departments for the excellent perfor-
mance of the LHC machine. We thank the technical and administrative staff at CERN and other
CMS institutes, and acknowledge support from: FMSR (Austria); FNRS and FWO (Belgium);
CNPq, CAPES, FAPERJ, and FAPESP (Brazil); MES (Bulgaria); CERN; CAS, MoST, and NSFC
(China); COLCIENCIAS (Colombia); MSES (Croatia); RPF (Cyprus); MoER, SF0690030s09 and
ERDF (Estonia); Academy of Finland, MEC, and HIP (Finland); CEA and CNRS/IN2P3 (France);
BMBF, DFG, and HGF (Germany); GSRT (Greece); OTKA and NKTH (Hungary); DAE and DST
(India); IPM (Iran); SFI (Ireland); INFN (Italy); NRF and WCU (Korea); LAS (Lithuania); CIN-
VESTAV, CONACYT, SEP, and UASLP-FAI (Mexico); MSI (New Zealand); PAEC (Pakistan);

mΞb* = 5945.0 ± 0.7(stat) ± 0.3(sys) ± 2.7(PDG) MeV   
:	
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Observation of new states : Ξb* 
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Reconstruction of intermediate 
states and purity 
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Production: Quarkonia 
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quarkonium production
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production measurements 
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χc2 / χc1 production ratio   
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χc  ➞ J/ψ + γ	


      e+e- 

Interesting test of QCD 
Exp. and theo. uncertainties cancel 
Puzzling results from previous measurements 

PAS-BPH-11-010 

Q resolution ∼6	
  MeV	
  

7.3 cc polarisation 9

7.3 cc polarisation

The polarisation of the cc1 and cc2 is unknown. We measured our efficiencies under the as-
sumption that the two states are unpolarised. The different angular distribution of the photon
in presence of polarisation will affect the photon pT distribution, and, taken into account the
photon detection efficiency reported in Section 5, the efficiency ratio.

In order to investigate the impact of different polarisation scenarios on the ratio of the efficien-
cies, we have applied a reweighting procedure to the Monte Carlo sample used to derive #1/#2.
Using the theoretical cc angular distribution [19], [20] as a weight, we measured #1/#2 for the
cc1 unpolarised or with helicity 0,±1 in combination with the cc2 unpolarised or with helicity
0 or ±2. Table 4 and Table 5 reports the values of #1/#2 for the various polarisation cases in
each pT bin for helicities defined within the helicity frame and Collins-Soper frame, respectively,
relative to the unpolarised case. This table, therefore, provides the correction factor that would
be applied to the default measurement of #1/#2 in each polarisation scenario and each pT range.

Polarisation scenario(mcc1 , mcc2 ) 7 � 9 9 � 11 11 � 13 13 � 16 16 � 20 20 � 25
(Unpol, 0) 0.886 0.871 0.855 0.857 0.847 0.862
(Unpol,±2) 1.203 1.204 1.212 1.201 1.201 1.172
(0, Unpol) 0.832 0.839 0.848 0.848 0.854 0.861
(±1, Unpol) 1.077 1.072 1.068 1.068 1.067 1.064

(0, 0) 0.737 0.730 0.725 0.727 0.723 0.743
(0,±2) 1.001 1.010 1.028 1.019 1.025 1.010
(±1, 0) 0.954 0.933 0.913 0.916 0.904 0.917
(±1,±2) 1.295 1.291 1.294 1.283 1.281 1.247

Table 4: The values of #1/#2 for different polarisation scenarios in the helicity frame relative to
the unpolarised case.

7.4 Branching fractions

The measurement of the ratio of the cross section is affected by the uncertainties on the branch-
ing ratios of the two states into J/yg. The quantity directly accessible with the CMS experiment
is

s(pp ! cc2 + X)
s(pp ! cc1 + X)

⇥ BR(cc2 ! J/y + g)
BR(cc1 ! J/y + g)

.

In order to extract the ratio of the production cross sections, we used the value of 1.76 ± 0.10
for BR(cc1 ! J/y + g)/BR(cc2 ! J/y + g) as derived from branching ratios with their errors
reported in the PDG [8].

8 Results

The results of the measurement of

s(pp ! cc2 + X)
s(pp ! cc1 + X)

⇥ BR(cc2 ! J/yg)
BR(cc1 ! J/yg)

and
s(pp ! cc2 + X)
s(pp ! cc1 + X)

,

▶ Prompt	
  J/ψ  trigger 
▶ Loose µ selection, 3.0< mµµ < 3.2 GeV, prob(v)>0.01 
▶ Rconv> 1.5 cm 
▶ Prompt component selection:  lJ/ψ> 30 µm 
▶ |y(J/ψ)| > 1.0, pT(γ) > 500 MeV	
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χc2 / χc1 ratio   
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FIG. 2: The ratio of dσ̂[
3
P [1]
J ] to dσ̂[

3
S[8]
1 ] at NLO as a function

of pT at the Tevatron. The cut |yχcJ
| < 1 is chosen to compare

with the CDF data of Ref. [3].

at NLO the
3
P [1]
J channels are comparable to the

3
S[8]
1

channel even at pT ≈ 50 GeV. Another important but

unique feature is that the
3
P [1]
J channels give large values

at high pT , but surprisingly with negative signs. We note
that the negative values are not caused by the choice of
µΛ, though this may affect their absolute values. In fact,
detailed investigation reveals that the negative values are
originated from the renormalization scheme (RS) for the

NRQCD LDMEs 〈Oχc0(
3
S[8]
1 )〉. The RS in this work is

the conventional MS scheme. One may use another RS

to get different values of dσ̂[
3
P [1]
J ], but this should not

change the physical result, because the RS dependence

of short-distance coefficients of
3
P [1]
J are canceled by the

RS dependence of 〈Oχc0 (
3
S[8]
1 )〉, and the final physical

results are independent of the choice of it. Especially,
dσ[χcJ ] and Rχc

are independent of the RS and µΛ, and
their values should always be positive.

From Fig. 2 we see that the
3
P [1]
1 channel decreases

slower than the
3
P [1]
2 channel. Considering also that

3
P [1]
J

channels are comparable to the
3
S[8]
1 channel at high pT ,

we may naturally explain the CDF data[3] that the pro-
duction rate of χc1 exceeds that of χc2 at high pT . We
define the ratio

r =
〈Oχc0 (

3
S[8]
1 )〉

〈Oχc0 (
3
P [1]
J )〉/m2

c

|MS, µΛ=mc
. (4)

The bound of r > 0.24 is needed to get a positive pro-
duction rate of χc0 at high pT , as shown in Fig. 2. With
this definition, we can give an asymptotic expression of
Rχc

at the Tevatron with |yχcJ
| < 1 :

Rχc
=

5

3

rdσ̂[
3
S[8]
1 ] + dσ̂[

3
P [1]
2 ]

rdσ̂[
3
S[8]
1 ] + dσ̂[

3
P [1]
1 ]

→
5

3

r − 0.20

r − 0.16
, (5)

where the numbers −0.20 and −0.16 can be read from
Fig. 2. Because of these two numbers, Rχc

must be
smaller than 5/3 at high pT . By fitting the data [3],
we get r = 0.27+0.01+0.05+0.04

−0.01−0.04−0.04 ≈ 0.27 ± 0.06, where the
errors come from data, scale dependence and mc depen-
dence respectively. In the fitting procedure, the mass
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FIG. 3: Transverse momentum distribution of ratio
Rχc

/RJ/ψγ at the Tevatron with cut |yχcJ
| < 1. The CDF

data is taken from Ref.[3]. The lower and upper bounds of
LO and NLO are constrained by 0.24 < r < 0.33.
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FIG. 4: The same as Fig. 3 but for LHC with cut |yχcJ
| < 3.

difference between χcJ and J/ψ is also considered. It
can be found that the value of r is compatible with the
naive velocity scaling rule r ≈ O(1) [1].
As shown in Fig. 3, the NLO predictions present a

much better compatibility with data than LO, where r
is constrained by 0.24 < r < 0.33 and RJ/ψγ ≡ B(χc1 →
J/ψγ)/B(χc2 → J/ψγ) = 1.91 as in Ref.[3]. In Fig. 4,
we show predictions for Rχc

at the LHC. Note that, the
ratio Rχc

is sensitive to r at NLO. Thus measurement of
Rχc

at high pT will give a strict constraint on r.
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to J/ψ at the Tevatron RUN I and LHC, where RUN I data
is taken from Ref.[19].

PredicNons	
  for	
  Tevatron	
  	
  

▶ NLONRQCD	
  
Phys. Rev. D 83, 
111503(R) (2011) 

	
  

▶ K-­‐t	
  factorizaNon	
  
	
   	
  Phys.	
  Rev.	
  D	
  83,	
  034035	
  (2011)	
  	
  

different from the one obtained in collinear calculations.
Most probable is that this difference has to be attributed
to the type of diagrams in Fig. 1(b) and 1(d). These dia-
grams are only present in the collinear and not in the
kt-factorization approach, while the type of diagram in
Fig. 1(c) is effectively included as part of the gluon evo-
lution [Fig. 1(a)].

The polarization pattern (Fig. 7) is qualitatively similar
to that observed in the collinear case, and the resulting ratio
of the !cJ contributions is presented in Fig. 8. Polarization
produces a noticeable, though not dramatic effect; but
whether it is taken into account or not, our predictions lie
well outside the experimental errors.

We can extract one positive lesson: that employing the
2 ! 2 subprocess (2) leads to better proportion between
the !cJ yields. So, let us try incorporating this subprocess
with the kt-factorization scheme. Now we calculate the
appropriate matrix elements with off shell initial gluons
and convolute it with unintegrated gluon distributions.
Similar to the already discussed LO case, the pT behavior
of this contribution is determined by the shape of the gluon
densities and scales as 1=p4

T .
The results based on the subprocess (2) taken solely still

look unsatisfactory (Fig. 9). And, besides that, is not clear
enough how to correctly add the contributions from sub-
processes (1) and (2) avoiding the danger of double count-
ing between what was formally the LO diagram of Fig. 1(a)

and what was formally the NLO diagram of Fig. 1(c). The
problem of including the NLO contributions is yet an
unresolved problem in the kt factorization.
But there exists yet another way to solve the puzzle, and

it looks rather natural and attractive. Up to now, we
were considering the !c1 and !c2 wave functions as
identical, jR0

!1ð0Þj2 ¼ jR0
!2ð0Þj2. This might be an

FIG. 6. Predictions of the kt-factorization approach for the
Tevatron conditions:

ffiffiffi
s

p ¼ 1:96 GeV, j"ð!cJÞj< 1. Upper
panel, transverse momentum distributions of the !c1 (dash-
dotted line) and !c2 (dashed line) mesons. Lower panel, the
ratio of the !c2 and !c1 production cross sections.

FIG. 7. kt-factorization predictions on the !cJ spin alignment
parameters at the Tevatron as seen in the helicity frame. Upper
panel, !c1 mesons; lower panel, !c2 mesons. Solid lines, h ¼ 0
states; dashed lines, jhj ¼ 1 states; dash-dotted line, jhj ¼ 2
states.

FIG. 8. kt-factorization predictions on the visible ratio of
!cJ contributions to J=c production at the Tevatron: solid
line, under the hypothesis of electric dipole transitions; dash-
dotted line, for uniform (unpolarized) decay distributions; j
CDF data [1].
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▶ SystemaNc	
  errors	
  from	
  signal	
  and	
  bkg	
  	
  
	
  	
  	
  parameterizaNon	
  and	
  efficiency	
  correcNons	
  
	
  	
  	
  (calculated	
  in	
  the	
  unpolarised	
  case).	
  	
  
▶	
  Extreme	
  polarisaNon	
  scenarios	
  
	
  	
  	
  can	
  lead	
  to	
  variaNons	
  up	
  to	
  20%	
  

|y(χc)|<1,	
  pT(γ) > 0	
  

|η(χc)|<1,	
  pT(γ) > 0	
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Y 

is required to be less than 2 cm. The two muon helices are
fit with a common vertex constraint, and events are retained
if the fit !2 probability is larger than 0.1%. The dimuon
candidate is required to have passed the trigger selection. If
multiple dimuon candidates are found in the same event,
the candidate with the best vertex quality is retained; the
fraction of signal candidates rejected by this requirement is
about 0.2%. Finally, the rapidity, y, of the ! candidates is
required to satisfy jyj< 2 because the acceptance dimin-
ishes rapidly at larger rapidity. The rapidity is defined as

y ¼ 1
2 lnð

Eþpk
E$pk

Þ, where E is the energy and pk the momen-

tum parallel to the beam axis of the muon pair.
The dimuon invariant-mass spectrum in the !ðnSÞ re-

gion for the dimuon transverse-momentum interval
pT < 30 GeV=c is shown in Fig. 1 for the pseudorapidity
intervals j"#j< 2:4 (top) and j"#j< 1:0 (bottom). The
!ð1SÞ mass resolution is determined from the fit function
described in Sec. VI. We obtain a mass resolution of
96& 2 MeV=c2 when muons from the entire pseudorapid-
ity range are included and 69& 2 MeV=c2 when both
muons satisfy j"#j< 1. The observed resolutions are in
good agreement with the predictions from MC simulation.

IV. ACCEPTANCE

The ! ! #þ#$ acceptance of the CMS detector is
defined as the product of two terms. The first is the fraction
of upsilons of given pT and y where each of the two muons
satisfies Eq. (1). The second is the probability that when
there are only two muons in the event both can be recon-
structed in the tracker without requiring the quality criteria.
Both terms are evaluated by simulation and parametrized
as a function of the pT and rapidity of the !.
The acceptance is calculated from the ratio

A!ðpT; yÞ ¼
N!

recðpT; yÞ
N!

genðpT; yÞ
; (2)

where N!
genðpT; yÞ is the number of upsilons generated in a

ðpT; yÞ bin, whileN!
recðpT; yÞ is the number reconstructed in

the same ðpT; yÞ region but now using the reconstructed,
rather than generated, variables. In addition, the numerator
requires that the two muons reconstructed in the silicon
tracker satisfy Eq. (1).
The acceptance is evaluated with a signal MC sample in

which the ! decay to two muons is generated with the
EVTGEN [20] package including the effects of final-state
radiation. There are no particles in the event besides the!,
its daughter muons, and final-state radiation. The upsilons
are generated uniformly in pT and rapidity. This sample is
then fully simulated and reconstructed with the CMS de-
tector simulation software to assess the effects of multiple
scattering and finite resolution of the detector. Systematic
uncertainties arising from the dependence of the measure-
ment of the cross section on the MC description of the pT

spectrum and resolution are evaluated in Sec. VII. The
acceptance is calculated for two-dimensional (2-D) bins
of size ð1 GeV=c; 0:1Þ in the reconstructed ðpT; yÞ of the!,
and it is used in candidate-by-candidate yield corrections.
The 2-D acceptance map for unpolarized !ð1SÞ is

shown in the top plot of Fig. 2. The acceptance varies
with dimuon mass. This is shown in the bottom plot of
Fig. 2, which displays the acceptance integrated over the
rapidity range as a function of pT for each upsilon reso-
nance. The transverse-momentum threshold for muon de-
tection, especially in the forward region, is small compared

FIG. 1 (color online). The dimuon invariant-mass distribution
in the vicinity of the !ðnSÞ resonances for the full rapidity
covered by the analysis (top) and for the subset of events where
the pseudorapidity of each muon satisfies j"#j< 1 (bottom).
The solid line shows the result of a fit to the invariant-mass
distribution before accounting for acceptance and efficiency,
with the dashed line denoting the background component.
Details of the fit are described in Sec. VI.
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!ðpp ! !ð1SÞXÞ #Bð!ð1SÞ ! "þ"%Þ
¼ 7:37' 0:13ðstat:Þðsyst:Þ ' 0:81ðlumi:Þ nb;

!ðpp ! !ð2SÞXÞ #Bð!ð2SÞ ! "þ"%Þ
¼ 1:90' 0:08ðstat:Þðsyst:Þ ' 0:21ðlumi:Þ nb;

!ðpp ! !ð3SÞXÞ #Bð!ð3SÞ ! "þ"%Þ
¼ 1:02' 0:07ðstat:Þðsyst:Þ ' 0:11ðlumi:Þ nb:

% 0:08þ 0:11% 0:12þ 0:18% 0:42þ 0:61

The !ð1SÞ and !ð2SÞ measurements include feed-down
from higher-mass states, such as the #b family and the
!ð3SÞ. These measurements assume unpolarized !ðnSÞ
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and systematic uncertainties added in quadrature, excluding the uncertainty on the integrated luminosity (11%). (Right) Cross section
ratios for !ðnSÞ states as a function of pT in the rapidity range jyj< 2.

TABLE X. The ratios of !ðnSÞ cross sections for different !
pT ranges in the unpolarized scenario. The first uncertainty is
statistical and the second is systematic. The ratios are indepen-
dent of the luminosity normalization and its uncertainty.

pT (GeV=c) !ð3SÞ=!ð1SÞ !ð2SÞ=!ð1SÞ
0–30 0:14' 0:01' 0:02 0:26' 0:02' 0:04
0–3 0:11' 0:02' 0:02 0:22' 0:03' 0:04
3–6 0:11' 0:02' 0:03 0:25' 0:03' 0:05
6–9 0:17' 0:03' 0:03 0:28' 0:04' 0:04
9–14 0:20' 0:03' 0:03 0:33' 0:04' 0:05
14–20 0:26' 0:07' 0:04 0:35' 0:08' 0:05
20–30 0:44' 0:16' 0:08 0:36' 0:14' 0:06
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6 6 Results

Table 1: Lb + Lb signal yield nsig, efficiency e, and measured differential cross sections times
branching fraction ds/dpLb

T ⇥ B(Lb ! J/yL) and ds/dyLb ⇥ B(Lb ! J/yL), compared to
the POWHEG [34, 35] and PYTHIA [28] predictions. The uncertainties on the signal yields are
statistical only, while those on the efficiencies are systematic. The uncertainties in the measured
cross sections are statistical and systematic, respectively, excluding the common luminosity
(2.2%) and branching fraction (1.3%) uncertainties. The POWHEG and PYTHIA predictions also
have uncertainties of 54% due to B(Lb ! J/yL), which are not shown.

pLb
T nsig e ds/dpLb

T ⇥ B(Lb ! J/yL) POWHEG PYTHIA

(GeV) events (%) (pb/GeV) (pb/GeV) (pb/GeV)

10 � 13 293 ± 22 0.29 ± 0.03 240 ± 20 ± 30 110 +40
�30 210

13 � 15 240 ± 18 0.79 ± 0.08 108 ± 8 ± 12 54 +21
�12 102

15 � 18 265 ± 19 1.54 ± 0.16 41 ± 3 ± 4 29 +10
�6 55

18 � 22 207 ± 16 2.34 ± 0.23 15.6 ± 1.2 ± 1.6 13.4 +4.5
�2.7 24.0

22 � 28 145 ± 14 3.21 ± 0.34 5.3 ± 0.5 ± 0.6 5.3 +1.6
�1.1 9.3

28 � 50 87 ± 11 3.96 ± 0.50 0.70 ± 0.09 ± 0.09 0.89 +0.32
�0.15 1.42

|yLb | nsig e ds/dyLb ⇥ B(Lb ! J/yL) POWHEG PYTHIA
events (%) (pb) (pb) (pb)

0.0 � 0.3 233 ± 17 0.74 ± 0.09 370 ± 30 ± 50 180 +70
�40 330

0.3 � 0.6 256 ± 18 0.77 ± 0.09 390 ± 30 ± 50 170 +60
�40 330

0.6 � 0.9 206 ± 16 0.81 ± 0.09 300 ± 20 ± 30 170 +60
�40 320

0.9 � 1.2 196 ± 17 0.70 ± 0.08 330 ± 30 ± 40 160 +60
�40 300

1.2 � 1.5 189 ± 17 0.67 ± 0.09 330 ± 30 ± 50 150 +50
�40 280

1.5 � 2.0 162 ± 18 0.65 ± 0.09 180 ± 20 ± 30 130 +50
�30 250

The Lb differential cross section times branching fraction is calculated in bins of pLb
T as

ds(pp ! LbX)

dpLb
T

⇥ B(Lb ! J/yL) =
nsig

2 · e · B · L · DpLb
T

, (2)

and similarly for |yLb |, where nsig is the fitted number of signal events in the given bin, e

is the average efficiency for signal Lb and Lb baryons to pass all the selection criteria, L is
the integrated luminosity, DpLb

T is the bin size, and B is the product of branching fractions
B(J/y ! µ+µ�) = (5.93 ± 0.06)⇥ 10�2 and B(L ! pp) = 0.639 ± 0.005 [24]. The additional
factor of two in the denominator accounts for our choice of quoting the cross section for Lb
production only, while nsig includes both Lb and Lb. The efficiencies are calculated separately
for each bin, always considering only baryons produced with |yLb | < 2.0 for pLb

T bins and
pLb

T > 10 GeV for |yLb | bins, and taking into account bin-to-bin migrations (0–2%) because of
the finite resolution on the measured pLb

T and |yLb |. Equal production of Lb and Lb is assumed
for the efficiency, as predicted by PYTHIA and as is consistent with our measurement.

The measured differential cross sections times branching fraction versus pLb
T and |yLb | are

shown in Fig. 2 and Table 1. They are compared to predictions from the NLO MC generator
POWHEG 1.0 with the hvq package [34, 35] using a b-quark mass mb = 4.75 GeV, renormaliza-
tion and factorization scales µ =

q
m2

b + p2
T, CTEQ6M parton distribution functions [36], and
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This paper reports a measurement of D!" meson production in jets from proton-proton collisions at a

center-of-mass energy of
ffiffiffi
s

p ¼ 7 TeV at the CERN Large Hadron Collider. The measurement is based on

a data sample recorded with the ATLAS detector with an integrated luminosity of 0:30 pb$1 for jets with

transverse momentum between 25 and 70 GeV in the pseudorapidity range j!j< 2:5. D!" mesons found

in jets are fully reconstructed in the decay chain: D!þ ! D0"þ, D0 ! K$"þ, and its charge conjugate.

The production rate is found to be NðD!"Þ=NðjetÞ ¼ 0:025" 0:001ðstat:Þ " 0:004ðsyst:Þ for D!" mesons

that carry a fraction z of the jet momentum in the range 0:3< z < 1. Monte Carlo predictions fail to

describe the data at small values of z, and this is most marked at low jet transverse momentum.
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I. INTRODUCTION

Heavy flavor production in high-energy interactions has
produced interesting tests of quantum chromodynamics
(QCD) and valuable information on fragmentation and
decay properties. Early measurements of b-hadron produc-
tion cross sections in high-energy p !p collisions [1–4] were
higher than the available theoretical calculations. A satis-
factory agreement between measurement and theory was
reached for b-hadron production with improved analysis
methods, see for example [5,6], and more accurate QCD
predictions, as discussed in [7–9]. Measurements of
c-hadron production [10–12] are however less conclusive
and additional experimental data are needed to probe the
theory, in which nonperturbative effects such as fragmen-
tation have a significant impact on the theoretical calcu-
lations. With collisions at higher center-of-mass energy at
the CERN Large Hadron Collider (LHC), the kinematical
range accessible to experiment has been significantly ex-
tended [13–16]. New measurements of heavy flavor pro-
duction will help in testing improved QCD-based models.
Moreover, precise knowledge of heavy quark production is
important for an understanding of the backgrounds in
searches for new phenomena beyond the standard model
if they include decays to heavy quarks.

One method to study the production of heavy quarks is
to measure D!" mesons produced inside jets [10,11,17,18]
by fully reconstructing the decay chain: D!þ ! D0"þ,
D0 ! K$"þ and its charge conjugate. This paper reports
a measurement of D!" meson production in jets from
proton-proton collisions at a center-of-mass energy of

ffiffiffi
s

p ¼ 7 TeV at the LHC. The measured quantity reported
here is R, the ratio of D!" produced in jets, hereafter
denoted ‘‘D!" jets’’, to any type of jet, called ‘‘inclusive
jets’’, as a function of the jet transverse momentum pT, and
the ratio, z, of the D!" momentum along the jet axis to the
jet energy, z ¼ pkðD!"Þ=EðjetÞ. R is defined by

R ðpT; zÞ ¼
ND!"ðpT; zÞ
NjetðpTÞ

; (1)

where pkðD!"Þ is the momentum of the D!" meson along
the jet axis; EðjetÞ is the energy of the D!" jet; ND!"ðpT; zÞ
is the number of jets that contain a D!" meson, in the
corresponding pT and z bin, and NjetðpTÞ is the number of
inclusive jets in the pT bin.

II. THE ATLAS DETECTOR

The ATLAS detector is described in detail elsewhere
[19]; only the components relevant to this analysis are
described here. The ATLAS coordinate system has the
origin at the nominal beam-beam interaction point. The
azimuthal angle # is measured around the beam axis, z, in
the x$ y transverse plane, and the polar angle $ is the
angle from the beam axis. For particles and jets, the
transverse momentum is defined as pT ¼ p sin$, where p
is the momentum, and the pseudorapidity is defined as
! ¼ $ ln tan$=2.
The inner tracking detector (ID) has full coverage in #

and is contained inside a central solenoid providing a 2 T
magnetic field. The ID consists of a silicon pixel detector, a
silicon microstrip detector (SCT) and a transition radiation
tracker (TRT). The pixel detector and SCT cover the
pseudorapidity range j!j< 2:5 and the TRT covers j!j<
2:0. Reconstructed charged tracks traversing the central
part of the detector typically have 11 silicon hits (3 pixel
clusters and 8 strip clusters), and more than 30 TRT hits.
The calorimeter system used to reconstruct jets is placed

immediately outside the solenoid. A high granularity lead

*Full author list given at the end of the article.

Published by the American Physical Society under the terms of
the Creative Commons Attribution 3.0 License. Further distri-
bution of this work must maintain attribution to the author(s) and
the published article’s title, journal citation, and DOI.

PHYSICAL REVIEW D 85, 052005 (2012)

1550-7998=2012=85(5)=052005(22) 052005-1 ! 2012 CERN, for the ATLAS Collaboration

Measurement ofD!" meson production in jets from pp collisions at
ffiffiffi
s

p ¼7 TeV
with the ATLAS detector

G. Aad et al.*

(ATLAS Collaboration)
(Received 19 December 2011; published 19 March 2012)

This paper reports a measurement of D!" meson production in jets from proton-proton collisions at a

center-of-mass energy of
ffiffiffi
s

p ¼ 7 TeV at the CERN Large Hadron Collider. The measurement is based on

a data sample recorded with the ATLAS detector with an integrated luminosity of 0:30 pb$1 for jets with

transverse momentum between 25 and 70 GeV in the pseudorapidity range j!j< 2:5. D!" mesons found

in jets are fully reconstructed in the decay chain: D!þ ! D0"þ, D0 ! K$"þ, and its charge conjugate.

The production rate is found to be NðD!"Þ=NðjetÞ ¼ 0:025" 0:001ðstat:Þ " 0:004ðsyst:Þ for D!" mesons

that carry a fraction z of the jet momentum in the range 0:3< z < 1. Monte Carlo predictions fail to

describe the data at small values of z, and this is most marked at low jet transverse momentum.

DOI: 10.1103/PhysRevD.85.052005 PACS numbers: 13.25.Ft, 13.85.Ni, 13.87.Fh

I. INTRODUCTION

Heavy flavor production in high-energy interactions has
produced interesting tests of quantum chromodynamics
(QCD) and valuable information on fragmentation and
decay properties. Early measurements of b-hadron produc-
tion cross sections in high-energy p !p collisions [1–4] were
higher than the available theoretical calculations. A satis-
factory agreement between measurement and theory was
reached for b-hadron production with improved analysis
methods, see for example [5,6], and more accurate QCD
predictions, as discussed in [7–9]. Measurements of
c-hadron production [10–12] are however less conclusive
and additional experimental data are needed to probe the
theory, in which nonperturbative effects such as fragmen-
tation have a significant impact on the theoretical calcu-
lations. With collisions at higher center-of-mass energy at
the CERN Large Hadron Collider (LHC), the kinematical
range accessible to experiment has been significantly ex-
tended [13–16]. New measurements of heavy flavor pro-
duction will help in testing improved QCD-based models.
Moreover, precise knowledge of heavy quark production is
important for an understanding of the backgrounds in
searches for new phenomena beyond the standard model
if they include decays to heavy quarks.

One method to study the production of heavy quarks is
to measure D!" mesons produced inside jets [10,11,17,18]
by fully reconstructing the decay chain: D!þ ! D0"þ,
D0 ! K$"þ and its charge conjugate. This paper reports
a measurement of D!" meson production in jets from
proton-proton collisions at a center-of-mass energy of

ffiffiffi
s

p ¼ 7 TeV at the LHC. The measured quantity reported
here is R, the ratio of D!" produced in jets, hereafter
denoted ‘‘D!" jets’’, to any type of jet, called ‘‘inclusive
jets’’, as a function of the jet transverse momentum pT, and
the ratio, z, of the D!" momentum along the jet axis to the
jet energy, z ¼ pkðD!"Þ=EðjetÞ. R is defined by

R ðpT; zÞ ¼
ND!"ðpT; zÞ
NjetðpTÞ

; (1)

where pkðD!"Þ is the momentum of the D!" meson along
the jet axis; EðjetÞ is the energy of the D!" jet; ND!"ðpT; zÞ
is the number of jets that contain a D!" meson, in the
corresponding pT and z bin, and NjetðpTÞ is the number of
inclusive jets in the pT bin.

II. THE ATLAS DETECTOR

The ATLAS detector is described in detail elsewhere
[19]; only the components relevant to this analysis are
described here. The ATLAS coordinate system has the
origin at the nominal beam-beam interaction point. The
azimuthal angle # is measured around the beam axis, z, in
the x$ y transverse plane, and the polar angle $ is the
angle from the beam axis. For particles and jets, the
transverse momentum is defined as pT ¼ p sin$, where p
is the momentum, and the pseudorapidity is defined as
! ¼ $ ln tan$=2.
The inner tracking detector (ID) has full coverage in #

and is contained inside a central solenoid providing a 2 T
magnetic field. The ID consists of a silicon pixel detector, a
silicon microstrip detector (SCT) and a transition radiation
tracker (TRT). The pixel detector and SCT cover the
pseudorapidity range j!j< 2:5 and the TRT covers j!j<
2:0. Reconstructed charged tracks traversing the central
part of the detector typically have 11 silicon hits (3 pixel
clusters and 8 strip clusters), and more than 30 TRT hits.
The calorimeter system used to reconstruct jets is placed

immediately outside the solenoid. A high granularity lead

*Full author list given at the end of the article.

Published by the American Physical Society under the terms of
the Creative Commons Attribution 3.0 License. Further distri-
bution of this work must maintain attribution to the author(s) and
the published article’s title, journal citation, and DOI.

PHYSICAL REVIEW D 85, 052005 (2012)

1550-7998=2012=85(5)=052005(22) 052005-1 ! 2012 CERN, for the ATLAS Collaboration

Measurement ofD!" meson production in jets from pp collisions at
ffiffiffi
s

p ¼7 TeV
with the ATLAS detector

G. Aad et al.*

(ATLAS Collaboration)
(Received 19 December 2011; published 19 March 2012)

This paper reports a measurement of D!" meson production in jets from proton-proton collisions at a

center-of-mass energy of
ffiffiffi
s

p ¼ 7 TeV at the CERN Large Hadron Collider. The measurement is based on

a data sample recorded with the ATLAS detector with an integrated luminosity of 0:30 pb$1 for jets with

transverse momentum between 25 and 70 GeV in the pseudorapidity range j!j< 2:5. D!" mesons found

in jets are fully reconstructed in the decay chain: D!þ ! D0"þ, D0 ! K$"þ, and its charge conjugate.

The production rate is found to be NðD!"Þ=NðjetÞ ¼ 0:025" 0:001ðstat:Þ " 0:004ðsyst:Þ for D!" mesons

that carry a fraction z of the jet momentum in the range 0:3< z < 1. Monte Carlo predictions fail to

describe the data at small values of z, and this is most marked at low jet transverse momentum.

DOI: 10.1103/PhysRevD.85.052005 PACS numbers: 13.25.Ft, 13.85.Ni, 13.87.Fh

I. INTRODUCTION

Heavy flavor production in high-energy interactions has
produced interesting tests of quantum chromodynamics
(QCD) and valuable information on fragmentation and
decay properties. Early measurements of b-hadron produc-
tion cross sections in high-energy p !p collisions [1–4] were
higher than the available theoretical calculations. A satis-
factory agreement between measurement and theory was
reached for b-hadron production with improved analysis
methods, see for example [5,6], and more accurate QCD
predictions, as discussed in [7–9]. Measurements of
c-hadron production [10–12] are however less conclusive
and additional experimental data are needed to probe the
theory, in which nonperturbative effects such as fragmen-
tation have a significant impact on the theoretical calcu-
lations. With collisions at higher center-of-mass energy at
the CERN Large Hadron Collider (LHC), the kinematical
range accessible to experiment has been significantly ex-
tended [13–16]. New measurements of heavy flavor pro-
duction will help in testing improved QCD-based models.
Moreover, precise knowledge of heavy quark production is
important for an understanding of the backgrounds in
searches for new phenomena beyond the standard model
if they include decays to heavy quarks.

One method to study the production of heavy quarks is
to measure D!" mesons produced inside jets [10,11,17,18]
by fully reconstructing the decay chain: D!þ ! D0"þ,
D0 ! K$"þ and its charge conjugate. This paper reports
a measurement of D!" meson production in jets from
proton-proton collisions at a center-of-mass energy of

ffiffiffi
s

p ¼ 7 TeV at the LHC. The measured quantity reported
here is R, the ratio of D!" produced in jets, hereafter
denoted ‘‘D!" jets’’, to any type of jet, called ‘‘inclusive
jets’’, as a function of the jet transverse momentum pT, and
the ratio, z, of the D!" momentum along the jet axis to the
jet energy, z ¼ pkðD!"Þ=EðjetÞ. R is defined by

R ðpT; zÞ ¼
ND!"ðpT; zÞ
NjetðpTÞ

; (1)

where pkðD!"Þ is the momentum of the D!" meson along
the jet axis; EðjetÞ is the energy of the D!" jet; ND!"ðpT; zÞ
is the number of jets that contain a D!" meson, in the
corresponding pT and z bin, and NjetðpTÞ is the number of
inclusive jets in the pT bin.

II. THE ATLAS DETECTOR

The ATLAS detector is described in detail elsewhere
[19]; only the components relevant to this analysis are
described here. The ATLAS coordinate system has the
origin at the nominal beam-beam interaction point. The
azimuthal angle # is measured around the beam axis, z, in
the x$ y transverse plane, and the polar angle $ is the
angle from the beam axis. For particles and jets, the
transverse momentum is defined as pT ¼ p sin$, where p
is the momentum, and the pseudorapidity is defined as
! ¼ $ ln tan$=2.
The inner tracking detector (ID) has full coverage in #

and is contained inside a central solenoid providing a 2 T
magnetic field. The ID consists of a silicon pixel detector, a
silicon microstrip detector (SCT) and a transition radiation
tracker (TRT). The pixel detector and SCT cover the
pseudorapidity range j!j< 2:5 and the TRT covers j!j<
2:0. Reconstructed charged tracks traversing the central
part of the detector typically have 11 silicon hits (3 pixel
clusters and 8 strip clusters), and more than 30 TRT hits.
The calorimeter system used to reconstruct jets is placed

immediately outside the solenoid. A high granularity lead

*Full author list given at the end of the article.

Published by the American Physical Society under the terms of
the Creative Commons Attribution 3.0 License. Further distri-
bution of this work must maintain attribution to the author(s) and
the published article’s title, journal citation, and DOI.

PHYSICAL REVIEW D 85, 052005 (2012)

1550-7998=2012=85(5)=052005(22) 052005-1 ! 2012 CERN, for the ATLAS Collaboration

coherently in the MC according to the JES uncertainties
when calculating their response matrices. Measurements of
the D!" jet production rates are then performed with the
new response matrices. The deviations of the measured
D!" jet production rate in each pT and z bin with respect to
their nominal values are taken as the corresponding sys-
tematic uncertainties, which gives a relative systematic
uncertainty of 3% in the measurement of R integrated
over pT and z.

Using MC simulated events, the JES of D!" jets and
inclusive jets are found to be slightly different in the low
pT region but are consistent with each other in the high pT

region. Varying the JES by this full difference, the corre-
sponding systematic uncertainty on the measured R is
estimated to be less than 1%.

The resolution of the jet energy measurement has been
verified to be in agreement within 14% between data and
MC simulation for jets in the pseudorapidity range j!j<
2:8 using control samples [54]. To estimate the correspond-
ing effects on the measurement, the nominal jet energy
resolution in the MC simulation is artificially degraded to
account for this uncertainty for both the D!" and inclusive
jets. The D!" jet production rate measurements are then
repeated using the newly calculated response matrices. The
deviations of the measuredD!" production rate in each pT

and z bin with respect to their nominal values are taken as
the corresponding systematic uncertainties, and are found
to be below 1%.

In the analysis, an event selection of Lxy > 0 is applied.
The D!" jets can be directly produced in pp interactions
(c jets) or from b-hadron decays (b jets). The efficiency of
the Lxy > 0 cut depends on the fractions of c and b
jets since they have different Lxy distributions. The relative
efficiency of the requirement of Lxy > 0 is estimated
by comparing the D!" jet signal yields with and without
such a selection. Its value in data is measured to be
0:87" 0:03, consistent with the MC predicted value of
0:890" 0:003, where the uncertainties are statistical
only. As a result, a 3% relative systematic uncertainty
on the measured R is assigned independent of the
jet pT and z.

The measurement depends on the decay branching frac-
tion of D!" [51]. The uncertainties of the decay branching

fractions give a 1.5% relative systematic uncertainty of the
measured R, independently of the jet pT and !.
Other systematic sources considered in the measurement

include the finite size of the MC sample, and the signal and
background PDFs. All of them are found to have negligible
effects on the measurement (# 1%). The total systematic
uncertainty is calculated by summing the individual sys-
tematic uncertainties in quadrature.

VII. RESULTS AND DISCUSSION

The measuredD!" jet production ratesR in each bin of
pT and z are listed in Table I and shown in Fig. 4.
Integrating over all the pT and z bins, the production rate
is found to be

R ¼ 0:025" 0:001ðstat:Þ " 0:004ðsyst:Þ; (5)

for D!" jets with transverse momentum between 25 and
70 GeV, in the range j!j< 2:5, and with momentum
fraction 0:3< z < 1.
Comparisons between the measurement and predictions

from various MC calculations are shown in Fig. 4 as a
function of z for different pT ranges. The corresponding c
and b jet fractions predicted by MC are also shown in
Fig. 5. The predicted values of R by PYTHIA and POWHEG

+PYTHIA are very similar, which is also the case when
comparing calculations from HERWIG and POWHEG

+HERWIG, as expected. Since R is defined as the ratio
between the number of D!" jets and inclusive jets, the
changes of total jet cross sections and pT distributions
between LO and NLO QCD calculations largely cancel.
The values of R predicted by MC calculations are lower
than the data by a factor 2 to 3 in the bins with lowest z, and
this is especially significant at low pT. The predictions are
consistent with the data for z > 0:7 at all pT. Integrating
over all the pT and z bins, the production rate R is
estimated to be 0:0133" 0:0008 by POWHEG+PYTHIA,
which is just about half of the measured value.
The various MC predictions share the feature that the z

distribution shape is essentially independent of pT. In the
data, there is a general trend thatRðpT; zÞ falls with pT for
a fixed z bin, as is visible in Table I, in qualitative disagree-
ment with the MC prediction.

TABLE I. D!" jet production rate R calculated in each pT and z bin, and in the full pT range. The first uncertainty shown here is
statistical and the second is systematic.

RðpT; zÞ [10'2]

Jet pT [GeV] 0:3< z < 0:4 0:4< z < 0:5 0:5< z < 0:6 0:6< z < 0:7 0:7< z < 1:0
25–30 0:94" 0:11" 0:18 0:67" 0:05" 0:11 0:46" 0:03" 0:08 0:31" 0:01" 0:06 0:27" 0:01" 0:08
30–40 0:81" 0:09" 0:15 0:62" 0:04" 0:10 0:47" 0:02" 0:08 0:31" 0:01" 0:07 0:25" 0:01" 0:07
40–50 0:71" 0:09" 0:13 0:59" 0:04" 0:10 0:44" 0:03" 0:08 0:29" 0:02" 0:06 0:23" 0:02" 0:07
50–60 0:63" 0:09" 0:11 0:51" 0:05" 0:09 0:37" 0:03" 0:06 0:25" 0:02" 0:05 0:23" 0:02" 0:07
60–70 0:62" 0:16" 0:12 0:41" 0:08" 0:07 0:38" 0:07" 0:07 0:26" 0:05" 0:06 0:24" 0:05" 0:08
25–70 0:87" 0:08" 0:16 0:64" 0:03" 0:11 0:46" 0:02" 0:08 0:31" 0:01" 0:06 0:26" 0:01" 0:08
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▶ Recently measured	
  	
  Λb  spectrum found to fall faster than B meson spectra  
and predictions 
 
▶ D*   predictions lower by a factor 2 or 3 at low z and pT 
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Inclusive b-jet production 
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▶ ATLAS and CMS are providing high-quality heavy flavour results 
 
▶ Several analyses on 2011 data in the works.  
 
▶ Terse message from this talk: 
 

  • New states : χb(3P) and Ξb* 
   
  • New measurements : Λb cross sections and χc ratio   
	
   	
  	
  
	
   	
  •  Open	
  Beauty	
  measurements	
  well	
  described	
  by	
  theory	
  
	
   	
   	
   	
  except:	
  angular	
  correlaNons,	
  small	
  ΔΦ	
  
	
   	
  	
  
	
   	
  • Open	
  Charm	
  not	
  so	
  well	
  understood	
  

	
  
	
  
	
  
	
  	
  

More	
  Info:	
  
https://twiki.cern.ch/twiki/bin/view/AtlasPublic/BPhysPublicResults 
https://twiki.cern.ch/twiki/bin/view/CMSPublic/PhysicsResultsBPH 
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wtrks ¼ ð1þ sKÞ % ð1þ s!1
Þ % ð1þ s!2

Þ; (4)

where sK, s!1
and s!2

are &1" of the uncertainties on the
track reconstruction efficiencies for the D'& decay daugh-
ters. These uncertainties are derived from data as a function
of track pT and # [53]. The response matrix for D'& jets is
recalculated using values of wtrks with the individual fac-
tors: sK, s!1

and s!2
, all positive or all negative and new

values of R are derived. The deviations of the newly
measured D'& production rates in each pT and z bin with
respect to their nominal measurement values are taken as
the corresponding systematic uncertainties. The overall

relative systematic uncertainty on R integrated over pT

and z due to the track reconstruction efficiency is 8%.
The systematic uncertainty on the jet energy scale is

evaluated in Ref. [44]. The maximum JES uncertainty in
the central region is approximately 6.5% for jets with 20<
pT < 70 GeV. The uncertainties of jets in the end-cap
regions are slightly larger because additional uncertainties
due to the intercalibration are added. This brings the un-
certainties in the end-cap region up to approximately 9%
for jets with 20< pT < 70 GeV. To estimate the corre-
sponding systematic uncertainties of the measured D'& jet
production rate, the values of the reconstructed pT and z
of the D'& jets and pT of the inclusive jets are varied
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FIG. 3 (color online). Relative systematic uncertainties of the measured D'& jet production rate RðpT; zÞ in different jet pT and z
bins. The values corresponding to the integrated pT range are shown in the bottom right Figure.
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Figure 2: Measured b-jet cross section from the jet analysis, multiplied by the arbitrary factors
shown in the figure for easier viewing, compared to the MC@NLO calculation (left) and as a
ratio to the MC@NLO calculation (right). The experimental systematic uncertainties are shown
as a shaded band and the statistical uncertainties as error bars. The MC@NLO uncertainty is
shown as dotted lines. The PYTHIA prediction is also shown in the right panel.
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Figure 3: Ratio of the measured b-jet cross section from the jet analysis to the inclusive jet cross
section [22], as a function of the b-jet pT (the jet pT in the inclusive case). The predictions from
NLO calculations (MC@NLO/FASTNLO) and from PYTHIA are also shown.
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Figure 2: Kinematic acceptance maps as a function of J/ψ transverse momentum and rapidity for specific spin-alignment
scenarios considered, which are representative of the extrema of the variation of the measured cross-section due to spin-
alignment configurations. Differences in acceptance behaviour, particularly at low pT , occur between scenarios and can
significantly influence the cross-section measurement in a given bin.
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Figure 4: Invariant mass distributions of reconstructed J/ψ → µ+µ− candidates used in the cross-section analysis,
corresponding to an integrated luminosity of 2.2 pb−1. The points are data, and the uncertainties indicated are statistical
only. The solid lines are the result of the fit described in the text.

The invariant mass distribution of J/ψ → µ+µ− candidates in each pT − y bin is fitted using
a binned minimum-χ2 method. The J/ψ and ψ(2S) signals are described by single Gaussians,
while the background is treated as a straight line.

For the differential cross-section measurement, the correction weight w defined in Equation 3
is applied to each candidate, and a new binned minimum-χ2 fit is performed in each bin. The
yields of J/ψ determined from these fits, divided by the integrated luminosity, give the inclusive
production cross-section for a given bin. Representative invariant mass distributions are shown
in Figure 5. The χ2 probability distribution of the weighted fits across all bins is found to be
consistent with the statistical expectation.

The cross-sections obtained for each bin are listed in Table 2, the systematic uncertainties
considered are displayed in Figure 6 and the cross-section results are presented in Figure 7. The
measurement in each pT − y analysis bin is positioned at the average pT for J/ψ candidates in
that bin. Various tests of the method described above are performed using simulated samples of
known composition, and the number of J/ψ in each analysis bin is successfully recovered within
expectations in all cases.

4.5. Systematic uncertainties
Studies are performed to assess all relevant sources of systematic uncertainty on the mea-

surement of the J/ψ inclusive production cross-section. Sources of uncertainty are listed below,
ordered according to the approximate size of their contribution (starting with the largest).
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Figure 6: Summary of the contributions from various sources to the systematic uncertainty on the inclusive differential
cross-section, in the J/ψ pT and rapidity bins of the analysis. The total systematic and statistical uncertainties are also
overlaid. The theoretical uncertainty due to the unknown spin alignment is not included on these plots.

A summary of the various contributions to the systematic uncertainties on the measurement in
each rapidity slice as a function of J/ψ pT is shown in Figure 6. The uncertainty due to the
luminosity (3.4%) is not shown, nor is the spin-alignment envelope which represents a full range
of variation due to the unknown spin-alignment state.

4.6. Inclusive J/ψ cross-section results
The results of the inclusive double-differential J/ψ production cross-section measurement are

given in Table 2. They are compared to CMS results [3] in Figure 7 for cases where the rapidity
ranges are close enough to permit comparison. The two sets of results show good agreement
within experimental uncertainties and provide complementary measurements at low (CMS) and
high (ATLAS) pT , together providing a measurement over a large kinematic range.

The systematics are dominated by the data-driven muon reconstruction efficiency uncertain-
ties, which are in turn dominated by their statistical uncertainties. There is an additional overall
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Figure 2: Averaged acceptance-efficiency correction factor for J/y detection as a function of pT
and |y| in the bins used in the measurement. Related uncertainties are listed in Table 2.

• The full difference |1 � r| in each bin is taken as a systematic uncertainty due to the260

efficiency correlation.261

7 Inclusive cross section determination262

The inclusive double-differential cross section is obtained using Eq. (1).263

Figure 3 shows the measured (fully corrected) J/y inclusive cross section as a function of pT for264

the various rapidity bins. They are compared with our previous results published in Ref. [7],265

which are statistically independent and remain of interest since they partially overlap with the266

present results and cover a lower pT range. A good agreement is observed. In this figure, as267

well as in the cross section plots of Section 9, multiplicative factors – appearing as additive268

offsets on the log scale – are used to achieve a convenient graphical separation of the measure-269

ments from different rapidity bins.270

8 Prompt and non-prompt fractions271

To estimate the J/y fraction from b-hadron decays, a two-dimensional fit is performed, in which272

the pdfs and fit procedure are the same as those described in Ref. [7]. The variables used for273

the two-dimensional fits are the dimuon invariant mass and the “pseudo proper decay length”274

`J/y, defined as the most probable value of the transverse distance between the dimuon vertex275

and the primary vertex, corrected by the transverse Lorentz boost of the J/y. As in Ref. [7], the276

primary vertex is chosen as the one closest to the dimuon vertex in the z direction.277

The resolution of the pseudo proper decay length is described by a function depending on278

an event-by-event uncertainty determined from the covariance matrices of the primary and279

secondary vertex fits. The uncertainty is used as the r.m.s. of the resolution Gaussian function280

that describes the core of the resolution, while a second Gaussian function with a small relative281

normalization (usually < 1%) parametrizes the effect of incorrect primary vertex assignments.282
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J/ψ and ψ(2S) B fraction
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Figure 8. Ratio of the di↵erential BB production cross sections, as a function of �R (left) and ��

(right), for data, MadGraph, mc@nlo and cascade, with respect to the pythia predictions, for
the three leading jet pT bins. The simulation is normalised to the region �R > 2.4 and �� >

3
4⇡

(FCR region), as indicated by the shaded normalisation region. The widths of the theory bands
indicate the statistical uncertainties of the simulation.

cross section at small angular separation, exceeding the values measured at large �R and
��. The fraction of cross section in this collinear region is found to increase with the
leading jet pT of the event.

The measurements are compared to predictions, based on LO and NLO perturbative
QCD calculations. Overall, it is found that the data lie between the MadGraph and the
pythia predictions. Neither the mc@nlo nor the cascade calculations describe the shape
of the �R distribution well. In particular the collinear region at small values of �R, where
the contributions of gluon splitting processes are expected to be large, is not adequately
described by any of the predictions.
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Figure 6. Di↵erential BB production cross sections as a function of �R (left) and �� (right) for
the three leading jet pT regions. For clarity, the pT > 56 and 84 GeV bins are o↵set by a factor 4
and 2, respectively. For the data points, the error bars show the statistical (inner bars) and the
total (outer bars) uncertainties. A common uncertainty of 47% due to the absolute normalisation
on the data points is not included. The symbols denote the values averaged over the bins and
are plotted at the bin centres. The pythia simulation (shaded bars) is normalised to the region
�R > 2.4 or �� >

3
4⇡, as indicated by the shaded normalisation regions. The widths of the shaded

bands indicate the statistical uncertainties of the predictions.

the B hadrons and the leading jet pT ranges as defined in section 4.1. The cross sections
are determined by applying e�ciency corrections and normalising to the total integrated
luminosity, according to

✓
d�visible(pp! BB X)

dA

◆

i

=
N

i

(data) · f
i

�A

i

· L · ✏
i

, (5.1)

where N

i

(data) denotes the number of selected signal BB events in bin i, L the integrated
luminosity, ✏

i

the total e�ciency, f

i

the purity correction factor, and �A

i

the width of bin
i in variable A, with A being �R or ��.

The measured cross sections are shown in figure 6 as a function of �R and �� for
the three leading jet pT regions. The error bars on the data points include statistical
and uncorrelated systematic uncertainties. An uncertainty of 47% common to all data
points due to the absolute normalisation is not shown in the figure. The bars shown for
the pythia simulation in figure 6 are normalised to the region �R > 2.4 or �� >

3
4⇡,

where the theory calculations are expected to be more reliable, since the cross section is
anticipated to be dominated by leading order diagrams (flavour creation).

It is interesting to note that the cross sections at small values of �R or �� are found to
be substantial. They exceed the cross sections observed at large angular separation values,
the configuration where the two B hadrons are emitted in opposite directions.

The scale dependence is illustrated in table 2 and figure 7, where the left panel shows
the ratio ⇢�R

as a function of the leading jet pT, a measure of the hard interaction scale.
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